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Preface

The 14th International Computer Science Symposium in Russia (CSR 2019) was held
during July 1–5, 2019, in Novosibirsk, Russian Federation. It was organized by
Novosibirsk State University, Ershov Institute of Informatics Systems, and Sobolev
Institute of Mathematics. This was the 14th edition of the annual series of meetings;
previous editions were held in St. Petersburg (2006), Ekaterinburg (2007), Moscow
(2008), Novosibirsk (2009), Kazan (2010), St. Petersburg (2011), Nizhny Novgorod
(2012), Ekaterinburg (2013), Moscow (2014), Listvyanka (2015), St. Petersburg (2016),
Kazan (2017), and Moscow (2018). The symposium covers a broad range of topics in
theoretical computer science, ranging from fundamental to application-related.

This year, CSR was organized as a part of the Computer Science Summer in Russia
and was held in parallel with the A.P. Ershov Informatics Conference (PSI conference
series). The distinguished CSR keynote lecture was given by Andrew Yao. The lecture
was delivered at a joint CSR-PSI distinguished lecture session, along with the lecture
of Moshe Vardi, a keynote speaker of PSI, attended by CSR participants as well.

The seven other CSR invited plenary speakers were Michael Fellows (University of
Bergen, Norway), Eric Fusy (École Polytechnique, France), Giuseppe Italiano (LUISS
University, Italy), Meena Mahajan (Institute of Mathematical Sciences, India), Petros
Petrosyan (Yerevan State University, Armenia), David Woodruff (Carnegie Mellon
University, USA), and Dmitry Zhuk (Moscow State University, Russia). The Program
Committee included 24 scientists and was chaired by Gregory Kucherov (CNRS and
University of Paris-Est Marne-la-Vallée).

This volume contains the accepted papers as well as abstracts of invited lectures. We
received 71 submissions in total. Each paper was reviewed by at least three Program
Committee (PC) members. As a result, the PC selected 31 papers for presentation at the
symposium and publication in these proceedings. The reviewing process was run using
the EasyChair conference system.

The PC also selected two papers to receive the Best Paper Award and the Best
Student Paper Award. These awards were sponsored by Yandex and Springer. The
winners were:

– Best Paper Award: Ludmila Glinskih and Dmitry Itsykson, “On Tseitin Formulas,
Read-Once Branching Programs and Treewidth”

– Best Student Paper Award: Jan-Hendrik Lorenz, “On the Complexity of Restarting”

We would like to thank many people and organizations that contributed to the
organization of CSR 2019. In particular, our thanks go to:

– All invited speakers for accepting to give a talk at the conference
– The PC members, who graciously gave their time and energy
– All reviewers and additional reviewers for their expertise
– The members of the local Organizing Committee: Denis Ponomaryov (Ershov

Institute of Informatics Systems), Oxana Tsidulko (Sobolev Institute



of Mathematics, Novosibirsk, Russia), Pavel Emelyanov (Novosibirsk State
University), and Anastasia Karpenko (Novosibirsk State University).

– Our sponsors: Springer, the European Association for Theoretical Computer
Science, Yandex, and UMA.TECH.

April 2019 René van Bevern
Gregory Kucherov

vi Preface



Organization

Program Committee

Maxim Babenko Yandex and HSE Moscow, Russia
Petra Berenbrink University of Hamburg, Germany
René van Bevern Novosibirsk State University, Russia
Olaf Beyersdorff Friedrich Schiller University Jena, Germany
Manuel Bodirsky TU Dresden, Germany
Vladimir Braverman Johns Hopkins University, USA
Holger Dell Saarland University and Cluster of Excellence,

MMCI, Germany
Michael Elkin Ben-Gurion University of the Negev, Israel
Pierre Fraigniaud CNRS and University of Paris Diderot, France
Anna Frid Aix Marseille Université, France
Pawel Gawrychowski University of Wroclaw, Poland
Dora Giammarresi University of Rome Tor Vergata, Italy
Elena Grigorescu Purdue University, USA
Gregory Kucherov CNRS - LIGM, France
Christophe Paul CNRS - LIRMM, France
Valentin Polishchuk Linköping University, Sweden
Artem Pyatkin Novosibirsk State University, Sobolev Institute

of Mathematics, Russia
Alexander Rabinovich Tel Aviv University, Israel
Kunihiko Sadakane The University of Tokyo, Japan
Arseny Shur Ural Federal University, Russia
Jacobo Torán Universität Ulm, Germany
Igor Walukiewicz CNRS - LaBRI, France
Sergey Yekhanin Microsoft, USA

Additional Reviewers

Akhmedov, Maxim
Arseneva, Elena
Baburin, Alexey
Bampis, Evripidis
Berthe, Valerie
Biermeier, Felix
Bodor, Bertalan
Bodwin, Greg
Bonichon, Nicolas
Brunet, Paul

Bshouty, Nader
Cai, Leizhen
Carl, Merlin
Chandrasekaran, Karthik
Chlamtac, Eden
Cohen, Liron
Cseh, Ágnes
Das, Bireswar
Dershowitz, Nachum
Dudek, Bartlomiej

Fernau, Henning
Fernández, Maribel
Filtser, Arnold
Ganian, Robert
Gańczorz, Michał
Gharibian, Sevag
Hirahara, Shuichi
Hosseinpour, Hamed
Huang, Chien-Chung
Husfeldt, Thore



Jafari Rad, Nader
Janczewski, Wojciech
Jansen, Bart M. P.
Jiang, Shaofeng
Kaaser, Dominik
Kaklamanis, Christos
Katsikarelis, Ioannis
Kling, Peter
Knaeuer, Simon
Knop, Dušan
Kobylkin, Konstantin
Kolesnichenko, Ignat
Kosolobov, Dmitry
Krishnan, Aditya
Kulkarni, Shubhang
Kullmann, Oliver
Lang, Harry
Leijen, Daan

Lemetti, Anastasia
Lubiw, Anna
Malyshev, Dmitriy
Masařík, Tomáš
Meier, Arne
Merkurev, Oleg
Musco, Cameron
Myrisiotis, Dimitrios
Natarajan, Abhiram
Niedermeier, Rolf
Nisse, Nicolas
Polishchuk, Tatiana
Restivo, Antonio
Robinson, Thomas
Rydval, Jakub
Sandeep, R. B.
Sanders, Sam
Sedov, Leonid

Seebold, Patrice
Smirnov, Ivan
Srinivasan, Srikanth
Talebanfard, Navid
Tsidulko, Oxana
Tzameret, Iddo
Ullah, Enayat
Viola, Caterina
Voronov, Roman
Watrigant, Rémi
Wu, Xuan
Xie, Ning
Yakaryilmaz, Abuzer
Zhang, Zeyu
Zhou, Samson
Zhu, Minshen

viii Organization



Abstract of Invited Talks



Two Heresies

Michael R. Fellows

Department of Informatics, University of Bergen, Bergen, Norway
michael.fellows@uib.no

The advent of parameterization has allowed two important heresies concerning how we
model and analyze computational complexity to be articulated. The first concerns the
handling of real numbers. The second concerns decision problems and how these
interface with scientific methodology. The talk will survey the basics of parameterized
complexity and how these heresies naturally follow, and some recent results that
illustrate them.



Schnyder Woods and the Combinatorics
of Triangulations in Genus 0 and 1

Eric Fusy

École Polytechnique, France
fusy@lix.polytechnique.fr

Schnyder woods are combinatorial structures on planar triangulations (maximal planar
graphs embedded on the sphere) that can be formulated as certain partitions of the
edges into three spanning trees. These structures have originally been introduced by
Schnyder in 1989 to give a new planarity criterion for graphs in terms of the order
dimension of their incidence posets. Since then, they have found many algorithmic
applications, for instance in graph drawing, succinct encoding of meshes, efficient
routing in planar networks, geometric spanners, random generation of planar graphs,
etc.

I will present some of these applications, with an emphasis on bijective enumer-

ation, giving in particular combinatorial proofs of the beautiful formulas sn ¼
6ð2nÞ!ð2nþ 2Þ!

n!ðnþ 1Þ!ðnþ 2Þ!ðnþ 3Þ! for the total number of Schnyder woods on triangulations with nþ 3

vertices and tn ¼ 2ð4nþ 1Þ!
ðnþ 1Þ!ð3nþ 2Þ! for the number of planar triangulations with nþ 3 ver-

tices. I will also explain how the bijective approach can be extended to count trian-
gulations on the torus.

Based on joint work with Dominique Poulalhon, Gilles Schaeffer, Olivier Bernardi,
and Benjamin Lévêque.



2-Connectivity in Directed Graphs

Giuseppe F. Italiano

LUISS University, Rome, Italy

We survey some recent theoretical and experimental results on 2-edge and 2-vertex
connectivity in directed graphs. Despite being complete analogs of the corresponding
notions on undirected graphs, in digraphs 2-connectivity has a much richer and more
complicated structure. For undirected graphs it has been known for over 40 years how
to compute all bridges, articulation points, 2-edge- and 2-vertex-connected components
in linear time, by simply using depth first search. In the case of digraphs, however, the
very same problems have been much more challenging and have been tackled only
recently.



QBF Proof Complexity: An Overview

Meena Mahajan

The Institute of Mathematical Sciences, HBNI, Chennai 600113, India
meena@imsc.res.in

How do we prove that a false QBF is indeed false? A proof of which size is
needed? The special case when all quantifiers are existential is the well-studied
setting of propositional proof complexity. Expectedly, universal quantifiers
change the game significantly. Several proof systems have been designed in the
last couple of decades to handle QBFs. Lower bound paradigms from propo-
sitional proof complexity cannot always be extended—in most cases feasible
interpolation and consequent transfer of circuit lower bounds works, but
obtaining lower bounds on size by providing lower bounds on width fails
dramatically in one of the simplest QBF proof systems. A central lower bound
paradigm for QBFs (with no analogue in the propositional world) involves
viewing the QBF as a 2-player game and considering the winning strategies
of the player who can win. Lower bounds follow from the hardness of com-
puting these strategies in restricted models. Thus circuit lower bounds and QBF
proof lower bounds are intimately intertwined. Lower bounds also follow from
a semantic cost measure on winning strategies.

This talk will provide a broad overview of some of these developments.
A brief introduction to the topic can be found in [1].

Keywords: Proof complexity � Quantified Boolean formulas � Resolution �
Lower bounds

Reference

1. Mahajan, M.: Lower bound techniques for QBF proof systems. In: STACS, LIPIcs, vol. 96,
pp. 2:1–2:8. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik (2018)



Interval Edge-Colorings of Graphs: Variations
and Generalizations

Petros A. Petrosyan1,2

1Department of Informatics and Applied Mathematics, Yerevan State University,
0025, Armenia

petros_petrosyan@ysu.am
2Department of Applied Mathematics and Informatics,

Russian-Armenian University, 0051, Armenia
http://ysu.am/persons/en/Petros-Petrosyan

Abstract. An edge-coloring of a graph G with colors 1,…, t is called an interval
t-coloring if all colors are used and the colors of edges incident to each vertex of
G are distinct and form an interval of integers. The concept of interval
edge-coloring of graphs was introduced by Asratian and Kamalian more than 30
years ago and was motivated by the problems in scheduling theory. In the last 10
years different types of variations and generalizations of interval edge-colorings
were studied. In this talk we will give a survey of the topic and present a recent
progress in the study of interval edge-colorings and their various variations and
generalizations.

Introduction

We use [33] for terminology and notation not defined here. We consider graphs that are
finite, undirected, and have no loops or multiple edges and multigraphs that may
contain multiple edges but no loops. Let V(G) and E(G) denote the sets of vertices and
edges of a multigraph G, respectively. The degree of a vertex v 2 VðGÞ is denoted by
dGðvÞ and the maximum degree of G by DðGÞ.

A proper edge-coloring of a multigraph G is a mapping a : EðGÞ ! N such that
aðeÞ 6¼ aðe0Þ for every pair of adjacent edges e and e0 in G. If a is a proper
edge-coloring of G and v 2 VðGÞ, then the spectrum of a vertex v, denoted by S v; að Þ,
is the set of colors appearing on edges incident to v. If a is a proper edge-coloring of a
multigraph G and v 2 VðGÞ, then the smallest and largest colors of the spectrum S v; að Þ
are denoted by S v; að Þ and S v; að Þ, respectively.

An interval t-coloring of a multigraph G is a proper edge-coloring a of G with
colors 1; . . .; t such that all colors are used and for each v 2 VðGÞ, the set S v; að Þ is an
interval of integers. The notion of interval colorings was introduced by Asratian and
Kamalian [5] in 1987 and was motivated by the problem of finding compact school
timetables, that is, timetables such that the lectures of each teacher and each class are
scheduled at consecutive periods. This problem corresponds to the problem of finding
an interval edge-coloring of a bipartite multigraph. There are graphs that do not have



interval colorings (e.g. odd cycles, complete graphs of an odd order). For bipartite
graphs, it is known that all subcubic graphs have interval colorings [15]. However, for
every positive integer D� 11, there exists a bipartite graph with maximum degree D
that has no interval coloring [27]. Generally, it is an NP-complete problem to determine
whether a bipartite graph has an interval coloring [31]. There are many papers devoted
to this topic, in particular, surveys on the topic can be found in some books (see, for
example, [4, 17, 22]).

In this talk we will discuss a recent progress in the study of interval edge-colorings
and their various variations and generalizations.

Variations and Generalizations on Interval Edge-Colorings

One of the partial cases of an interval edge-coloring is a sequential edge-coloring
which was considered in the early 1980s by Asratian [1] and Caro, Chonheim [9].
A sequential t-coloring of a multigraph G is a proper edge-coloring a of G with colors
1; . . .; t such that all colors are used and for each v 2 VðGÞ, S v; að Þ ¼ 1; 2; . . .; dGðvÞf g.
Sequential edge-colorings correspond to the problems of constructing a compact school
timetable, when all groups and (or) teachers begin at the same time. This type of
edge-coloring is also related to sum edge-colorings of graphs.

Let G ¼ ðV ;EÞ be a multigraph and R�V . An interval (R, t)-coloring of a multi-
graph G is a proper edge-coloring a of G with colors 1; . . .; t such that all colors are
used and for each v 2 R, the set S v; að Þ is an interval of integers. This type of interval
colorings was the main subject of study in the doctoral thesis of Kamalian [18]. In the
case of bipartite graphs with bipartition (X, Y), interval (R, t)-colorings with R ¼ X or
R ¼ Y are also called one-sided interval t-colorings. Some new results on one-sided
interval colorings of bipartite graphs were published in the last 5 years by Kamalian
[20], Casselgren and Toft [11]. This type of coloring is of particular interest for graphs
that do not have interval colorings.

In [26] it was given a generalization of interval edge-colorings of graphs, where the
authors suggested the concept of interval (t, k)-colorings of graphs and studied the
problem of the existence such colorings for some classes of graphs. Let k be a non-
negative integer. An interval (t, k)-coloring of a graph G is a proper edge-coloring a of
G with colors 1; . . .; t such that all colors are used and the colors of edges incident to
each vertex v satisfy the following condition:

dGðvÞ � 1� S v; að Þ � S v; að Þ� dGðvÞþ k � 1.
The case k ¼ 1 was also considered by some authors under the name “near-interval

colorings”. In particular, Casselgren and Toft [10] proved that some classes of bipartite
graphs admit near-interval colorings. On the other hand, in [26] it was shown that there
are bipartite graphs having no near-interval colorings. Recently, Petrosyan [25] proved
that all graphs with maximum degree at most four admit near-interval colorings. On the
other hand, he constructed bipartite graphs with maximum degree at least 18 that have
no near-interval colorings.

Another important generalizations of interval edge-colorings are cyclic interval
colorings which were introduced by de Werra and Solot [32] in 1991. A proper

xvi P. A. Petrosyan



edge-coloring of a graph G with colors 1; 2; . . .; t is called a cyclic interval t-coloring if
for each vertex v of G the edges incident to v are colored by consecutive colors, under
the condition that color 1 is considered as consecutive to color t. Cyclic interval
colorings correspond to the problems of constructing a production schedule when the
production cycle is repeated, tasks that are being processed at the beginning and at the
end of the production cycle can be considered as non-preemptive. Generally, it is an
NP-complete problem to determine whether a bipartite graph has a cyclic interval
coloring [23]. There are many papers devoted to this topic [2, 10, 12, 19, 24, 29].

An interesting variant of interval colorings is improper interval colorings which
was suggested by Hudák, Kardoš, Madaras and Vrbjarová [16]. An edge-coloring of a
graph G with colors 1; . . .; t is called an improper interval t-coloring if for each vertex
v of G the edges incident to v are colored by consecutive colors. Since each graph has
such a coloring, so it is natural to study the maximum number of colors used in
improper interval colorings of a graph. In [16], they derived some bounds on the
parameter and determined the exact value of this parameter for some classes of graphs.

Finally, we would like to mention that by some authors were introduced and
studied measures of closeness for a graph to be interval colorable. A first attempt to
introduce such a measure was done by Giaro, Kubale and Małafiejski [13] in 1999. The
deficiency of a graph is the minimum number of pendant edges whose attachment to the
graph makes the resulting graph interval colorable. The authors obtained many inter-
esting results. In particular, they showed that there are graphs whose deficiency
approaches the number of vertices [14]. The last years many papers were published on
this topic [6–8, 21, 28]. In [30], Petrosyan and Sargsyan suggested another measure of
closeness for a graph to be interval colorable. The resistance of a graph is the minimum
number of edges that should be removed from a given graph to obtain an interval
colorable graph. The connection between the deficiency and the resistance of a graph
should be useful for study interval colorings of graphs. Recently, Asratian, Casselgren
and Petrosyan [3] introduced a new measure of closeness for a graph to be cyclically
interval colorable. The cyclic deficiency is an analogue of deficiency for cyclic interval
colorings. In particular, they proved that the difference between the deficiency and
cyclic deficiency can be arbitrarily large.
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Sketching as a Tool for Numerical
Linear Algebra

David P. Woodruff

Computer Science Department, Carnegie Mellon University, Pittsburgh, USA
dwoodruf@cs.cmu.edu

In this tutorial, I’ll give an overview of near optimal algorithms for regression, low rank
approximation, and a variety of other problems. The results are based on the sketch and
solve paradigm, which is a tool for quickly compressing a problem to a smaller version
of itself, for which one can then run a slow algorithm on the smaller problem. These
lead to the fastest known algorithms for fundamental machine learning and numerical
linear algebra problems, which run in time proportional to the number of non-zero
entries of the input. Time-permitting I’ll discuss extensions to tensors, NP-hard variants
of low rank approximation, and robust variants of the above problems.



Fintech and Its Scientific Drivers

Andrew Chi-Chih Yao

Institute for Interdisciplinary Information Sciences,
Tsinghua University, Beijing, China
andrewcyao@tsinghua.edu.cn

Abstract. FinTech can be seen as the meeting of minds between economics and
computer science in the digital age. Among its major intellectual foundations are
reliable distributed computing and cryptography from the side of computer
science, and efficient mechanism design for financial activities from the side of
economics. In this talk we discuss some recent work in auction and blockchain
from this perspective. For example, is it true that more revenue can always be
extracted from an auction where the bidders are more willing to pay than
otherwise? Can more revenue be extracted when the bidders are more
risk-tolerant than otherwise? We also present some new results on blockchain
fees. These results help shed light on some structural questions in economics
whose answers are non-obvious.

Keywords: Fintech � Distributed computing � Blockchain fees



A Proof of CSP Dichotomy Conjecture1

Dmitriy Zhuk

Lomonosov Moscow State University
zhuk@intsys.msu.ru

http://intsys.msu.ru/staff/zhuk/

Abstract. We prove the CSP Dichotomy conjecture, and therefore characterize
the complexity of the Constraint Satisfaction Problem for all constraint lan-
guages on a finite set.

Keywords: Constraint satisfaction problem � Computational complexity �
CSP Dichotomy conjecture

Many combinatorial problems (graph coloring, solving systems of equations, and so
on) can be expressed as constraint satisfaction problems, where the Constraint Satis-
faction Problem (CSP) is a problem of deciding whether there is an assignment to a set
of variables subject to some specified constraints. This class of problems is known to be
NP-complete in general, but certain restrictions on the constraint language (set of
allowed constraints) can ensure tractability.

In 1998 Feder and Vardi [2] conjectured that for any constraint language CSP is
either solvable in polynomial time, or NP-complete. Later this conjecture (known as
CSP Dichotomy conjecture) was formulated in the following form: CSP over a con-
straint language C can be solved in polynomial time if C admits a weak near-unanimity
polymorphism, and it is NP-complete otherwise. The hardness result has been known
since 2001, but the other part remained open until 2017 when two different polynomial
algorithms for the weak near-unanimity case were suggested [1, 3].

We present one of the two algorithms, which proves the CSP Dichotomy
Conjecture.
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Abstract. We consider the Max k-Edge-Colored Clustering problem
(abbreviated as MAX-k-EC). We are given an edge-colored graph with k
colors. Each edge of the graph has a positive weight. We seek to color the
vertices of the graph so as to maximize the total weight of the edges which
have the same color at their extremities. The problem was introduced
by Angel et al. [2]. We give a polynomial-time algorithm for MAX-k-EC
with an approximation factor 49

144
≈ 0.34, which significantly improves

the best previously known factor 7
23

≈ 0.304, obtained by Ageev and
Kononov [1]. We also present an upper bound of 241

248
≈ 0.972 on the inap-

proximability of MAX-k-EC. This is the first inapproximability result for
this problem.

Keywords: Clustering · Edge-colored graph · Randomized rounding

1 Introduction

In this paper, we study the Max k-Edge-Colored Clustering problem introduced
by Angel et al. [2]. Given an undirected graph G = (V,E) with colors of edges
c : E → {1, . . . , k} and weights w : E → Q+. Our goal is to color vertices of G
so as to maximize the total weight of edges which have the same color at their
extremities. Denote the set of colors by C, i.e., C = {1, . . . , k}. Given a vertex
coloring, we say that an edge of G is stable if both its extremities have the same
color as the color of the edge1. Thus, we are interested to assign a color from C
to each vertex of G so as to maximize the total weight of stable edges.

1 Note that, “stable” is defined as “matched” in Angel et al. [2] and Ageev and
Kononov [1]. But, we follow Cai and Leung [5] definition since it makes sense.
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As observed by Cai and Leung [5], the MAX-k-EC problem can be considered
as the optimization counterpart of the Vertex-Monochromatic Subgraph prob-
lem or the Alternating Path Removal problem. In the Vertex-Monochromatic
Subgraph problem it is required to find the largest subgraph where every vertex
has one color for its incident edges or, what is the same, remove the smallest
number of edges to destroy all the alternating paths, as required in the Alter-
nating Path Removal problem. Although a huge number of papers are devoted
to monochromatic subgraphs and alternating paths [4,9], Angel et al. [2] were
the first to consider the optimization problem concerning these concepts.

The MAX-k-EC problem is also a natural generalization of Maximum Weight
Matching Problem. Indeed, if each edge has its own color the problem coincides
with the edge packing problem which is equivalent to finding a maximum weight
matching. Our problem can also be considered as an extension of the central-
ized version of the information-sharing model introduced by Kleinberg and Ligett
[10]. In their model, the edges are not colored. Two adjacent vertices share infor-
mation only if they are colored with the same color but some pairs of vertices are
forbidden to color in one color. As Kleinberg and Ligett mention, it is interest-
ing to expand their model by considering different categories of information. In
the MAX-k-EC problem every edge-color corresponds to a different information
category and two adjacent vertices share information if their color is the same
as the color of the edge that connects them.

On the other hand, MAX-k-EC is a special case of the combinatorial allo-
cation problem [6]. We associate each color with a player and each vertex with
an item, where items have to be allocated to competing players by a central
authority, with the goal of maximizing the total utility provided to the players.
Every player has utility functions derived from the different subsets of items. In
the most general setting, utility functions are arbitrary functions satisfying the
monotonicity property. Feige and Vondrak [6] consider subadditive, fractional
subadditive and submodular functions and present constant factor approxima-
tion algorithms. It is easy to check that in our problem the function is super-
modular. For the general supermodular function no polynomial time algorithm
can find an allocation within a factor n(1−ε) from optimum for any ε > 0 unless
NP = ZPP.

Angel et al. [2,3] presented a polynomial-time algorithm for the MAX-k-EC
problem on edge-bicoloured graphs by a reduction to the maximum indepen-
dent set problem on bipartite graphs. Moreover, they showed the strongly NP-
hardness of the problem for edge-tricoloured bipartite graphs. Recently, Cai and
Leung [5] expanded the last result and proved that MAX-k-EC is NP-hard in
the strong sense even on edge-tricoloured planar bipartite graphs of maximum
degree four. Angel et al. [2,3] obtained an LP-based approximation algorithm for
the MAX-k-EC problem and showed that it finds a solution such that the weight
of stable edges is at least 1

e2 from the optimum. Later, Ageev and Kononov [1]
gave a better analysis of the same algorithm of [2,3] and improved the ratio from
1
e2 = 0.135 to 0.25. They also presented a 7

23 -approximation algorithm based on
the same LP introduced in [2,3]. Cai and Leung [5] derived two FPT algorithms
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for the MAX-k-EC problem when they consider the numbers of stable edges and
unstable edges, respectively, as a fixed parameter.

1.1 Our Contributions

In Sect. 2 we present a new algorithm for the MAX-k-EC problem with approxi-
mation ratio 49

144 ≈ 0.34. As in [2,3], we formulate the problem as an integer linear
program and develop a randomized rounding scheme for the linear programming
relaxation. We design a two-phase scheme, where the first phase selects a set of
desired edges randomly and independently for each color, while the second phase
colors vertices, taking into account the selection of the edges made in the first
phase.

In Sect. 3 we provide an inapproximability result showing that there is no
ρ-approximation algorithm for the MAX-k-EC problem for constant ρ > 241

248
unless P = NP. Our proof uses an L-reduction from the well-known MAX-E3-
SAT problem.

2 Two-Phase Randomized Approximation Algorithm

Consider two sets of variables ze, e ∈ E and xvi, v ∈ V, i ∈ C, where ze = 1 if
both endpoints of e are colored with the same color as e and ze = 0 otherwise
and xvi = 1 if v is colored with color i and xvi = 0 otherwise. Angel et al. [2,3]
introduced the following integer linear program (ILP) for MAX-k-EC.

maximize
∑

e∈E

weze (1)

subject to
∑

i∈C
xvi = 1, ∀v ∈ V (2)

ze ≤ min{xvc(e), xuc(e)} ∀e = [v, u] ∈ E (3)
xvi, ze ∈ {0, 1}, ∀v ∈ V, i ∈ C, e ∈ E (4)

The first set of constraints ensures that each vertex is colored in exactly one
color, and the second ensures that an edge e is stable if its color is the same as
the color of both its extremities.

The LP-relaxation (LP) of (1)–(4) is obtained by replacing the constraints
xvi ∈ {0, 1} and ze ∈ {0, 1} by xvi ≥ 0 and ze ≥ 0, respectively. The following
two-phase algorithm was considered in [1,2]. In the first phase, it starts with
solving LP and then works in k iterations, by considering each color i, 1 ≤ i ≤ k,
independently from the others. For each color, the algorithm picks r at random
in (0, 1) and chooses all edges of this color with z∗

e ≥ r. When an edge is chosen,
this means that both its endpoints get the color of this edge. Since in general
a vertex can be adjacent to differently colored edges, it may get more than one
colors. In the second phase, the algorithm chooses randomly one of these colors.
Denote by λv(l, c) the probability with which the algorithm chooses the color c
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if l colors were assigned to v at the first phase of the algorithm. We present the
algorithm below.

Algorithm 1. Algorithm 2-PHASE
1: Phase I :
2: Solve LP and let z∗

e be the values of variables ze.
3: for each color c ∈ C do
4: Let r be a random value in [0,1].
5: Choose the c-colored edges e with z∗

e ≥ r and give color c to both of e’s endpoints.
6: end for
7: Phase II :
8: for each vertex v ∈ V do
9: Let vertex v got l colors.
10: assign randomly one of l colors to v, each with the probability λv(l, c).
11: end for

Remind that in the second phase the algorithm from [1] picks each color with
equal probability, i.e. λv(l, c) = 1

l for all colors assigned to v at the first phase
of the algorithm. In our algorithm we change this property. Let (x∗, z∗) be an
optimal solution of the LP. Following [1] we say that an edge e is big if z∗

e > 1
2 ;

otherwise an edge e is small. We say that a vertex v is heavy if it is extrimity
of at least one big edge; otherwise we say that vertex v is light. We say that a
color i is a heavy color for a vertex v if v is incident to an i-colored big edge,
otherwise a color i is a light color for a vertex v. We note that each vertex has at
most one heavy color. If the vertex v got two colors: a heavy color i and a light
color j then we set λv(2, i) = 1

3 and λv(2, j) = 2
3 else we set λv(l, c) = 1

l for all
l colors assigned to v at the first phase of the algorithm. We call this algorithm
2-Phase with Heavy and Light Vertices (2-PHLV). This simple idea leads to an
improved approximation guarantee for MAX-k-EC, even though it contradicts
the intuition; since in Phase II we increase the probability of picking light
colors. Although at first glance we made minor changes to the algorithm from
[1], we will have to refine the analysis of new algorithm because the previous one
strongly relied on the specifics of the old algorithm.

2.1 Analysis

In this subsection, we give a worst-case analysis of algorithm 2-PHLV. Let Xvi

denote the event where vertex v gets color i after Phase I of the algorithm.
Since the first phase of the algorithm 2-PHLV coincides with the first phases of
the algorithms RR and RR2, presented in [2] and [1], respectively, the following
simple statements are valid.

Lemma 1. [2] For any edge e ∈ E, the probability that e is chosen in Phase
I is z∗

e .
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Lemma 2. [2] For every vertex v ∈ V and for all i ∈ C we have:

Pr[Xvi] = max{z∗
e : e = [v, u] ∈ E & c(e) = i}.

Lemma 3. [2] For every vertex v ∈ V,
∑

i∈C Pr[Xvi] ≤ 1.

Remind that the vertex v can get several colors after Phase I . However, in
general this number will be small. Let Yvi denote the event where vertex v is
colored with i after Phase II of the algorithm. The following lemmas give a
lower bound for the probability that color i was assigned to vertex v in Phase
II . We consider three possible cases: a heavy vertex and a heavy color, a heavy
vertex and a light color, a light vertex and a light color.

Lemma 4. Assume that a heavy vertex v gets a heavy color q in Phase I of
Algorithm 2-PHLV, then Pr[Yvq|Xvq] ≥ 2

3 .

Proof. The probability that a vertex v is colored with a color q in Phase II
depends on how many colors a vertex v received in Phase I . Without loss of
generality, assume that the edges with colors 1, . . . , t and q are incident to the
vertex v. By the law of total probability we have

Pr[Yvq|Xvq] ≥
t∏

i=1

(1 − Pr[Xvi]) +
1
3

t∑

i=1

Pr[Xvi]
∏

j �=i

(1 − Pr[Xvj ]) (5)

The first term is the probability that a vertex v is colored with color q and
no additional color is chosen. The second term is the probability that the vertex
v is colored with color q under the condition that it received one additional color
in Phase I . Since the color q is heavy, we have λv(2, q) = 1

3 and the vertex v
will be colored in color q with probability 1/3. We drop all the remaining terms
of the formula because they are equal to zero in the worst case.

To simplify computations we set Xi = Pr[Xvi] and consider the right-hand-
size of (5) as a function fvq of variables X1,X2, ...,Xt. We have

fvq =
t∏

i=1

(1 − Xi) +
1
3

t∑

i=1

Xi

∏

j �=i

(1 − Xj).

Taking into account that color q is heavy, from (2) we have
∑t

i=1 Xi ≤ 1
2 . In

order to obtain a lower bound for Pr[Yvq|Xvq], consider the minimum value of
fvq over all choises of Xi subject to the constraint

∑t
i=1 Xi ≤ 1

2 . Putting the
first two variables out of the summation and the product, we get

fvq = (1 − X1)(1 − X2)
t∏

i=3

(1 − Xi) +
1
3
(X1(1 − X2) + X2(1 − X1))

t∏

i=3

(1 − Xi)

+
1
3
(1 − X1)(1 − X2)

t∑

i=3

Xi

∏

j≥3,j �=i

(1 − Xj) (6)
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Then from (6) it follows that

fvq = (1 − 2
3
X1 − 2

3
X2)

t∏

i=3

(1 − Xi) +
1
3
(1 − X1 − X2)

t∑

i=3

Xi

∏

j≥3,j �=i

(1 − Xj)

+
1
3
X1X2(

t∏

i=3

(1 − Xi) +
t∑

i=3

Xi

∏

j≥3,j �=i

(1 − Xj)) (7)

Consider fvq as a function of two variables X1 and X2. Assume that X1 +
X2 = γ, where γ ≤ 1

2 is a constant. Let X1 ≥ X2 > 0. If we increase X1 and
decrease X2 by δ, 0 < δ ≤ X2, then the first two terms of (7) do not change
and the last term decreases and therefore the function fvq decreases as well. It
follows that the minimum of fvq is attained at X1 = γ and X2 = 0. By repeating
this argument we get that the minimum of fvq is attained when X1 = 1

2 and
Xi = 0, i = 2, . . . , t. Finally, we get Pr[Yvq|Xvq] ≥ fvq ≥ 2

3 .

Lemma 5. Assume that a heavy vertex v gets a light color q in Phase I of
Algorithm 2-PHLV, then Pr[Yvq|Xvq] ≥ 5

8 .

Proof. The probability that a vertex v is colored with a color q in Phase II
depends on what other colors were also chosen for it in Phase I . Without loss
of generality, assume that the edges with colors 1, . . . , t and q are incident to the
vertex v and let color 1 be the heavy color. By the law of total probability we
have

Pr[Yvq|Xvq] ≥
t∏

i=1

(1 − Pr[Xvi]) +
2
3
Pr[Xv1]

t∏

i=2

(1 − Pr[Xvi])

+
1
2
(1 − Pr[Xv1])

t∑

i=2

Pr[Xvi]
∏

j≥2,j �=i

(1 − Pr[Xvj ])

+
1
3

t∑

i=1

t∑

j=i+1

Pr[Xvi]Pr[Xvj ]
∏

í=1,́i�=i,́i�=j

(1 − Pr[Xví])

The first term is the probability that a vertex v is colored with color q and no
additional color is chosen. The second term is the probability that the vertex v
is colored with color q under the condition that it receives an additional heavy
color in Phase I . Since the vertex q is light, we have λv(2, q) = 2

3 and the
vertex v will be colored in color q with probability 2/3. The third term is the
probability that the vertex v is colored with color q under the condition that it
receives exactly one additional light color in Phase I . In this case, the vertex v
will be colored in color q with probability 1/2. The last term is the probability
that the vertex v is colored with color q under the condition that for v two more
colors were chosen. We drop all the remaining terms of the formula because they
are equal to zero in the worst case.

By setting A =
∏t

i=3(1−Pr[Xvi]), B =
∑t

i=3 Pr[Xvi]
∏

j≥3,j �=i(1−Pr[Xvj ])
and
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C =
∑t

i=3

∑t
j=i+1 Pr[Xvi]Pr[Xvj ]

∏
í≥3,́i�=i,́i�=j(1−Pr[Xví]) we can rewrite this

expression as

Pr[Yvq |Xvq ] ≥ (1 − Pr[Xv1])(1 − Pr[Xv2])A+
2

3
Pr[Xv1](1 − Pr[Xv2])A

+
1

2
(1 − Pr[Xv1])Pr[Xv2]A+

1

2
(1 − Pr[Xv1])(1 − Pr[Xv2])B +

1

3
Pr[Xv1]Pr[Xv2]A

+
1

3
(Pr[Xv1](1 − Pr[Xv2]) + (1 − Pr[Xv1])Pr[Xv2])B +

1

3
(1 − Pr[Xv1])(1 − Pr[Xv2])C.

Discarding the last term and setting Xi = Pr[Xvi] we get

Pr[Yvq|Xvq] ≥ fvq
.= (1 − X1)(1 − X2)A +

2
3
X1(1 − X2)A +

1
2
(1 − X1)X2A

+
1
2
(1 − X1)(1 − X2)B +

1
3
X1X2A +

1
3
(X1(1 − X2) + (1 − X1)X2)B.

In order to obtain a lower bound for Pr[Yvq|Xvq], we first show that the
minimum of fvq is attained when X1 = 1

2 . After multiplying the terms with each
other, we get

fvq = (1 − 1
3
X1 − 1

2
X2 +

1
6
X1X2)A + (

1
2

− 1
6
X1 − 1

6
X2 − 1

6
X1X2)B

= (1 − 1
3
X1 − 1

3
X2)A + (

1
2

− 1
6
X1 − 1

6
X2)B − 1

6
(X1X2B + X2(1 − X1)A).

Let us consider fvq as a function of two variables X1 and X2. Assume that X1 +
X2 = γ. Since color 1 is heavy then 1

2 ≤ X1 ≤ γ and X2 ≤ 1
2 . If we decrease X1

and increase X2 by δ, 0 < δ ≤ X1− 1
2 , then the expression X1X2B+X2(1−X1)A

increases. It follows that fvq reaches a minimum when X1 = 1
2 .

Now, substitute X1 by 1
2 . Thus, we obtain

fvq ≥ (
5
6

− 5
12

X2)
t∏

i=3

(1 − Xi) + (
5
12

− 1
4
X2)

t∑

i=3

Xi

∏

j≥3,j �=i

(1 − Xj). (8)

Rewrite the right-hand side of (8) as

fvq = (
5
6

− 5
12

X2)(1 − X3)
t∏

i=4

(1 − Xi) + (
5
12

− 1
4
X2)X3

t∏

i=4

(1 − Xi)

+ (
5
12

− 1
4
X2)(1 − X3)

t∑

i=4

Xi

t∏

j=4,j �=i

(1 − Xj) (9)

Discarding the last term in (9) we get

fvq ≥ 5
6
(1 − 1

2
X2 − 1

2
X3 +

1
5
X2X3)

t∏

i=4

(1 − Xi).

Taking into account that X2 ≤ 1
2 and X3 ≤ 1

2 , we finally obtain fvq ≥ 5
8 .
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The following result directly follows from Lemma 4(c) in [1].

Lemma 6. Assume that a light vertex v gets a color q in Phase I of Algorithm
2-PHLV, then Pr[Yvq|Xvq] ≥ 7

12 .

Suppose that e = (u, v) has a color c and it is chosen in the first phase of
Algorithm 2-PHLV and let Pr[e is stable] denote the probability that both ver-
tices v and u get the color c. We want to prove that

Pr[e is stable] ≥ Pr[Yuc]Pr[Yvc]. (10)

Similar results were proven for the algorithms RR and RR2, presented in [2]
and [1], respectively. Algorithm 2-PHLV differs from algorithms RR and RR2
only by the choice of probabilities λv(l, c) in the second phase of the algorithm.
Unfortunately, the previous proofs of (10) are not suitable for our algorithm.
Here, we introduce a sufficient condition for probabilities λv(l, c) such that (10)
holds. The Algorithm 2-PHASE specifies values of λv(l, c) only if the edge of
color c incident to the vertex v was chosen in the first phase of the algorithm.
Without loss of generality, we assume that λv(l, c) = 0 otherwise.

Lemma 7. Let e = (u, v) has a color c and it is chosen in the first phase of Algo-
rithm 2-PHASE. If the sequences λv(1, c), . . . , λv(k, c) and λu(1, c), . . . , λu(k, c)
are non-increasing then Pr[e is stable] ≥ Pr[Yuc|Xuc]Pr[Yvc|Xvc].

Due to space limitation, the proof of the lemma is removed in this version.

Theorem 1. The expected approximation ratio of Algorithm1 is bounded by
49
144 .

Proof. Let OPT denote the sum of the weights of the stable edges in an optimal
solution. Since z∗ is an optimal solution of the LP, we have OPT ≤ ∑

e∈E wez
∗
e .

Consider an edge e ∈ E is chosen in Phase I of Algorithm 2-PHLV. This
occurs with probability z∗

e by Lemma 1. Suppose an edge e = [u, v] has a color
c, then by Lemma 7, the probability that the both endpoints of e are colored
with c at least Pr[Yvc|Xvc]Pr[Yuc|Xuc]. Lemmata 4–6 imply that the expected
contribution of the edge e is at least 49wez∗

e

144 .
The expected weight of the stable edges in a solution obtained by Algorithm

2-PHLV is

W =
∑

e∈E

wePr[e is stable] ≥ 49
144

∑

e∈E

wez
∗
e ≥ 49

144
OPT.

3 Inapproximability

To establish MAXSNP-hardness of MAX-k-EC we give an L-reduction from the
well-known Maximum 3-Satisfiability problem (MAX-E3-SAT), which cannot
be approximated within 7

8 + ε for ε > 0 unless P = NP [7]. MAX-E3-SAT:
We are given a set of Boolean variables x1, x2, ...., xn and a collection of dis-
junctive clauses C1, C2, ...., Cm. Every clause has exactly three literals. Find an
assignment of Boolean values to the variables which satisfies as many clauses as
possible.
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Definition 1 (L-reducibility [11])
Given two optimization problems Π1 and Π2, we say we have an L-reduction
(Π1 ≤L Π2) with parameters α and β from Π1 to Π2, if for some α, β > 0

– For each instance I of Π1 we can compute in polynomial time an instance I ′

of Π2;
– OPT (I ′) ≤ α OPT (I);
– Given a solution of value B′ to I ′, we can compute in polynomial time a

solution of value B to I such that |OPT (I) − B| ≤ β|OPT (I ′) − B′|.
For any given instance I of MAX-E3-SAT we construct a particular instance

I ′ of Max-k-EC, i.e., we define a particular edge-colored graph G. Up to renaming
of variables we have four different types of clauses: (xi ∨ xj ∨ xk), (xi ∨ xj ∨ x̄k),
(xi ∨ x̄j ∨ x̄k), and (x̄i ∨ x̄j ∨ x̄k). We start the construction of G from the gadgets
given in Fig. 1, where the color assigned to each edge is indicated. For the rest
of the proof we assume that C = R(ed), B(lue), G(reen).

For each variable xi of the MAX-E3-SAT xi we create a vertex vi. We con-
struct a gadget for every clause Ci, i = 1, . . . ,m. The gadget has seven vertices
and nine edges. Six edges join vertices of the gadget and three edges join three
vertices of the gadget with three vertices corresponding to variables of Ci.

First type: Assume that all literals are positive i.e., when the clause is (xi ∨
xj ∨ xk), then we construct the gadgets in Fig. 1(a).

Second type: Assume that two literals are positive and one literal is negative.
That is the clause is of the form (xi ∨ xj ∨ x̄k), then we construct the gadgets in
Fig. 1(b).

Third type:Assume that two literals are negative and one literal is positive. That
is the clause is of the form (xi ∨ x̄j ∨ x̄k), then we construct the gadgets in Fig. 1(c).

Forth type: Assume that all literals are negative i.e., when the clause is (x̄i ∨
x̄j ∨ x̄k), then we construct the gadgets in Fig. 1(d).

Fig. 1. Gadgets for four types of clauses. Let green, red and blue edges be dashed, thick,
and dotted edges, respectively. (a) (xi ∨ xj ∨ xk). (b) (xi ∨ xj ∨ x̄k). (c) (xi ∨ x̄j ∨ x̄k).
(d) (x̄i ∨ x̄j ∨ x̄k).

We note that the constructed graph does not contain any odd cycle and so
it is bipartite. Also, for every vertex of the constructed graph the edges that are
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incident to this vertex are colored with at most three different colors, i.e. the
chromatic degree of the graph is equal to three. The following lemma follows
directly from the construction of the graph G.

Lemma 8. The maximum contribution that any gadget can have is exactly 4
and is obtained when at least one of the vertices corresponding to variable has
the same color as the edge that connects it with the rest of the gadget. Otherwise
the maximum contribution that can be achieved is 3.

Theorem 2. MAX-E3-SAT ≤L MAX-3-EC for α = 31
7 , β = 1.

Proof. First we claim that for an instance I of the MAX-E3-SAT problem there
is a truth-assignment that satisfies at least B clauses if and only if there is a
vertex coloring with 3m + B stable edges. To prove the only-if direction, con-
sider a truth assignment that satisfies at least B clauses. In the graph G, color
green all the vertices that correspond to variables that are true and red all the
vertices that correspond to false variables. In this way, for each satisfied clause
the corresponding gadget in the optimum coloring will have pay-off four. We
color all unsatisfied clauses in such a way that each unsatisfied clause has three
stable edges. Hence, the total pay-off will be at least 3m + B. For the opposite
direction, suppose that the graph G has a coloring with 3m + B stable edges.
Since each one of the gadgets has either 3 or 4 stable edges, there must exist
at least B gadgets with 4 stable edges. Let us assign the value true to the vari-
ables with green corresponding vertices and the value false to the rest of the
variables. Notice now that each one of the gadgets with four stable edges corre-
sponds to a satisfied clause. Since such gadgets are at least B, there are at least
B clauses that are satisfied and the if direction holds too. Thus, we obtain that
OPT (I ′) = 3m + OPT (I).

Johnson [8] presents the simple algorithm for the maximum satisfiability
problem that satisfies at least 7

8 of the clauses of a MAX-E3-SAT instance, so
that OPT (I) ≥ 7

8m.

OPT (I ′) = 3m + OPT (I) ≤ 3(
8
7
OPT (I)) + OPT (I) =

31
7

OPT (I)

Suppose that we have a solution of value B′ = 3m + B to the instance I ′.
Assigning a value of true to variables with green corresponding vertices, and
false for the remaining variables we obtain a solution of value B to the instance
I. It follows that |OPT (I) − B| = |OPT (I ′) − 3m − B| ≤ |OPT (I ′) − B′| and
we have an L-reduction with parameters α = 31

7 and β = 1.

Since L-reductions preserve approximability within constant factors, an L-
reduction from a MAX-E3-SAT problem to MAX-k-EC implies that the latter
problem is MAXSNP-hard. In particular, MAXSNP-hard problems do not admit
a PTAS.

Corollary 1
MAX-k-EC cannot be approximated better than 241

248 unless P = NP, even
though the given graph is bipartite and its edges are colored with at most three
different colors.
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Proof. If there is an L-reduction with parameters α and β from maximization
problem Π1 to maximization problem Π2, and there is an ρ-approximation algo-
rithm for Π2, then there is an (1 − αβ(1 − ρ))-approximation algorithm for Π1,
see Theorem 16.5 in [11]. Given a ρ′-approximation algorithm for MAX-k-EC,
we then have a ρ = (1 − 31

7 (1 − ρ′))-approximation algorithm for the MAX-
E3-SAT problem. Hastad [7] proved that no ρ-approximation algorithm exists
for MAX-E3-SAT for constant ρ > 7

8 unless P = NP. By simple calculations, we
obtain that no ρ-approximation algorithm exists for MAX-E3-SAT for constant
ρ > 241

248 unless P = NP.

4 Conclusion

For the MAX-k-EC problem we have presented a new approximation algorithm
with approximation ratio 49

144 , improving the previous known ratio 7
23 . We also

have obtained the first upper bound of 241
248 for the inapproximability of the

MAX-k-EC problem, even for the case when the given graph is bipartite and its
edges are colored with at most three different colors. Our approximation algo-
rithm is based on a randomized rounding of a natural LP-relaxation. First, we
notice that our algorithm can be derandomized using the method of conditional
expectations. Second, note that Theorem1 provides a lower bound for the inte-
grality gap of the integer linear program (1)–(4). We propose an overview of the
results on (in)approximability of the MAX-k-EC problem in Fig. 2. Therefore a
number of problems remained open for further research.

– Is there a better approximation factor than 49
144?

– It is interesting to determine what is the maximum possible integrality gap of
the integer linear program (ILP) (1)–(4). It is given by Ageev and Kononov
[1] that the upper bound of ILP is 2

3 by giving a trivial example of triangle
with unit edge weights and a unique color for each edge.

– We note that all known approximation algorithms for the MAX-k-EC problem
are based on the ILP (1)–(4). It is interesting to design an algorithm using
other lower bounding scheme.

– Is there a better upper bound of the inapproximability of the MAX-k-EC
problem?

Fig. 2. Overview of results on (in)approximability the MAX-k-EC problem
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Abstract. The Minimum Circuit Size Problem (MCSP) has been the
focus of intense study recently; MCSP is hard for SZK under rather pow-
erful reductions [4], and is provably not hard under “local” reductions
computable in TIME(n0.49) [22]. The question of whether MCSP is NP-
hard (or indeed, hard even for small subclasses of P) under some of the
more familiar notions of reducibility (such as many-one or Turing reduc-
tions computable in polynomial time or in AC0) is closely related to
many of the longstanding open questions in complexity theory [7,8,16–
18,20,22].

All prior hardness results for MCSP hold also for computing some-
what weak approximations to the circuit complexity of a function
[3,4,9,16,21,27]. (Subsequent to our work, a new hardness result has
been announced [19] that relies on more exact size computations.) Some
of these results were proved by exploiting a connection to a notion
of time-bounded Kolmogorov complexity (KT) and the corresponding
decision problem (MKTP). More recently, a new approach for proving
improved hardness results for MKTP was developed [5,7], but this app-
roach establishes only hardness of extremely good approximations of the
form 1+ o(1), and these improved hardness results are not yet known to
hold for MCSP. In particular, it is known that MKTP is hard for the com-

plexity class DET under nonuniform ≤AC0

m reductions, implying MKTP is
not in AC0[p] for any prime p [7]. It was still open if similar circuit lower
bounds hold for MCSP. (But see [13,19].) One possible avenue for prov-
ing a similar hardness result for MCSP would be to improve the hardness
of approximation for MKTP beyond 1 + o(1) to ω(1), as KT-complexity
and circuit size are polynomially-related. In this paper, we show that
this approach cannot succeed.

More specifically, we prove that PARITY does not reduce to the prob-
lem of computing superlinear approximations to KT-complexity or circuit
size via AC0-Turing reductions that make O(1) queries. This is signifi-
cant, since approximating any set in P/poly AC0-reduces to just one query
of a much worse approximation of circuit size or KT-complexity [24].
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For weaker approximations, we also prove non-hardness under more pow-
erful reductions. Our non-hardness results are unconditional, in contrast
to conditional results presented in [7] (for more powerful reductions, but
for much worse approximations). This highlights obstacles that would
have to be overcome by any proof that MKTP or MCSP is hard for NP
under AC0 reductions. It may also be a step toward confirming a con-
jecture of Murray and Williams, that MCSP is not NP-complete under

logtime-uniform ≤AC0

m reductions [22].

Keywords: NP-completeness · Minimum Circuit Size Problem ·
Reductions · Time-bounded Kolmogorov complexity

1 Introduction

The Minimum Circuit Size Problem (MCSP) is the problem of determining
whether a (given) Boolean function f (represented as a bitstring of length 2k

for some k) has a circuit of size at most a (given) threshold θ. Although the
complexity of MCSP has been studied for more than half a century (see [21,28]
for more on the history of the problem), recent interest in MCSP traces back
to the work of Kabanets and Cai [21], who connected the problem to questions
involving the natural proofs framework of Razborov and Rudich [26].

Since then, there has been a flurry of research on MCSP [3–8,15–18,20,22,24],
but still the exact complexity of MCSP remains unknown. MCSP is in NP, but
it remains an important open question whether MCSP is NP-complete.

MCSP is Likely Not in P. There is good evidence for believing MCSP �∈ P. If
MCSP is in P, then there are no cryptographically-secure one-way functions [21].
Furthermore, [4] shows MCSP is hard for SZK under BPP-Turing reductions, so
if MCSP ∈ P then SZK ⊆ BPP, which seems unlikely.

Showing MCSP is NP-Hard Would Be Difficult. Murray and Williams [22]
have shown that if MCSP is NP-hard under polynomial-time many-one reduc-
tions, then EXP �= ZPP, which is a likely separation but one that escapes current
techniques. Results from [4,18,22] also give various likely (but difficult to show)
consequences for MCSP being hard under more restrictive forms of reduction.
We note that it has been suggested that MCSP might well be complete for NP
[20]. In this regard, it may also be relevant to note that MCSPQBF is complete
for PSPACE under ZPP-Turing reductions [3].

The Hardness of Both MCSP and Approximating MCSP Have Impor-
tant Consequences for Complexity Theory. We have already mentioned
that if MCSP is NP-hard under polynomial-time reductions, then EXP �= ZPP
[22]. In a recent development, Hirahara [15] shows that if a certain approxima-
tion to MCSP is NP-hard, then NP �= BPP implies that NP is difficult to compute
even on average. In another recent development, [25] and [23] show that even
seemingly meager n1+ε circuit lower bounds on certain approximations to MCSP
imply results such as NP �⊆ P/poly.
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MCSP is Not Hard for NP in Limited Settings. Murray and Williams [22]
show MCSP is not NP-hard under a certain type of “local” reductions computable
in TIME(n0.49). This is significant, since many well-known NP-complete problems
are complete under local reductions computable in even logarithmic time. (A list
of such problems is given in [22].)

Many Hardness Results for MCSP Also Hold for Approximate Versions
of MCSP. In various settings, the power of MCSP to distinguish between circuits
of size θ and θ + 1 is not fully used. Rather, in [3,4,9,20,24,27], the reduction
succeeds assuming only that reliable answers are given to queries on instances
of the form (T, θ), where either the truth table T requires circuits of size ≥ θ =
|T |/2 or T can be computed by circuits of size ≤ |T |δ, for some δ > 0.

This is an appropriate time to call attention to one such reduction to approx-
imations to MCSP. Corollary 6 of [24] shows that, for every δ > 0, for every
solution S to MCSP[nδ, n/2], for every set A ∈ P/poly, there is a c > 1 and a set
A′ that differs from A on at most (1/2 − 1/nc)2n of the strings of each length
n, such that A′ ≤AC0

tt S via a reduction1 that makes only one query. (That is,
A′ ≤AC0

1−tt S.) Stated another way, any set in P/poly can be “approximated” with
just one query to a weak approximation of MCSP. (Changing the solution S will
yield a different set A′.)

There is No Known Many-One Hardness Result for MCSP, But One
is Known for a Related Problem. MKTP, the minimum time-bounded Kol-
mogorov complexity problem, is loosely the “program version” of MCSP. It is
known [7] that MKTP is hard for DET under (non-uniform) NC0 many-one
reductions; it is conjectured that the same is true for MCSP. Time-bounded
Kolmogorov complexity is polynomially-related to circuit complexity [3], so one
natural way to extend the hardness result of [7] from MKTP to MCSP would be
to stretch the very small gap given in the reduction of DET to MKTP.

1.1 Our Contributions, and Related Prior Work

We address the following questions based on prior work:

1. Can the non-hardness result of Murray and Williams [22] be extended to
more powerful reductions? Both [22] and [8] conjecture that MCSP is not
NP-complete under uniform AC0 reductions.

2. Can the conditional theorem of [7], establishing the non-NP-hardness of
very weak approximations to MCSP under cryptographic assumptions, be
improved, to show non-NP-hardness of MCSP for stronger approximations?

3. The worst-case to average case reduction given by [15] is conditional on the
NP-hardness of a certain approximation to MCSP. Can we say anything about
the NP-hardness of this problem in, say, the context of limited reductions?

4. Finally, can the result of [7], showing that MKTP is hard for DET under ≤AC0

m

reductions, be extended, to hold for MCSP as well, by increasing the gap?
1 Although Corollary 6 of [24] does not mention the number of queries, inspection of

the proof shows that only one query is performed.
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Our results give the following replies to these questions

1. For superlinear approximations to MCSP, one can, in fact, give much stronger
non-hardness results than [22], showing non-hardness even under non-uniform
AC0 many-one reductions and even limited types of AC0 Turing reductions. To
our knowledge, this is the first known non-hardness result for any variant of
MCSP under non-uniform AC0 reductions. While AC0 reductions are provably
less powerful than polynomial time reductions, most natural examples of NP-
complete problem are easily seen to be complete under AC0 (and even NC0!)
reductions [10].

2. [7] shows that, if cryptographically-secure one-way functions exist, then
ε(n)-GapMCSP is not hard for NP under P/poly-Turing reductions2 for some
ε(n) = no(1). Our result gives a trade-off, where we reduce the gap dramati-
cally but also weaken the type of reduction. In particular, our results imply
that if one-way functions exist, then ε(n)-GapMCSP is NP-intermediate under
≤AC0

m and ≤AC0

k−tt reductions, where ε(n) = o(n).
3. We show that the approximation to MCSP considered by [15] is actually not

NP-hard under AC0 reductions.
4. Our work rules out one natural way to extend the MKTP hardness results

to MCSP. One might have hoped that the reduction given by [7] could be
extended to a larger gap and hence apply to MCSP (since MKTP and MCSP
are polynomially related [3]). However, we show that this is impossible.

Our main theorem is an impossibility result in the setting of ε(θ)-GapMCSP,
which is the promise version of MCSP with a multiplicative ε(θ) gap where θ is
the threshold.

Theorem 1. PARITY �≤AC0

m ε(θ)-GapMCSP where ε(θ) = o(θ).

We note that this is not the first work to describe non-hardness of approx-
imation under AC0 reductions. Arora [11] is credited by [1], with showing that
no AC0 reduction f can have the property that x ∈ PARITY implies f(x) has a
very large clique, and x �∈ PARITY implies f(x) has only very small cliques. Our
work differs from that of [11] in several respects. Arora shows that AC0 reduc-
tions cannot prove very strong hardness of approximations for a problem where
strong inapproximability results are already known. We show that AC0 reduc-
tions cannot establish even very weak inapproximability results for MCSP. Also,
our techniques allow us to move beyond ≤AC0

m reductions, to consider AC0-Turing
reducibility.

All of the theorems that we state in terms of MCSP hold also for MKTP,
with identical proofs. For the sake of readability, we present the theorems and
proofs only in terms of MCSP. Note that some proofs are omitted, due to space
limitations.

2 The problem ε-GapMCSP is defined somewhat differently in [7] than here. See Sect. 2.
Thus the form of ε(n) looks different here than in [7].
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2 Preliminaries

We use \ to denote set difference, and for n ∈ N, [n] denotes the set {1, . . . , n}.

2.1 Defining MCSP

For any binary string T of length 2k, we define CC(T ) to be the size of the
smallest circuit (using only NOT gates and AND and OR gates of fan-in 2) that
computes the function given by truth table T written in lexicographic order,
where, for concreteness, circuit size is defined to be the number of AND and OR
gates, although our arguments work for other reasonable notions of circuit size.

Throughout the paper, we use various approximate notions of the minimum
circuit size problem, given as follows:

Definition 1 (Gap MCSP). For any function ε : N → N, let ε(n)-GapMCSP be
the promise problem (Y,N) where

Y := {(T, θ) | CC(T ) < ε(θ)}, and N := {(T, θ) | CC(T ) > θ},

where θ is written in binary.

Note that this definition differs in minor ways from the way that ε-GapMCSP
was defined in [7]. The definition presented here allows for finer distinctions than
the definition that was used in [7].

Our results for non-hardness under ≤AC0

T reductions are best stated in terms
of a restricted version of ε-GapMCSP, where the thresholds are fixed, for inputs
of a given size: This variant of MCSP has been studied previously in [16,22]; the
analogous problem defined in terms of KT-complexity is denoted RKT in [3].

Definition 2 (Parameterized Gap MCSP). For any functions �, g : N → N

such that �(n) ≤ g(n), we define the language MCSP[�, g] to be the promise
problem (Y,N) where

Y := {T | CC(T ) < �(|T |)}, and N := {T | CC(T ) > g(|T |)}.

2.2 Complexity Classes and Reductions

We assume the reader is familiar with basic complexity classes such as P and
NP. As we work extensively with non-uniform NC0 and AC0, we refer to the text
by Vollmer [29] for background on these circuit classes. Throughout this paper,
unless otherwise explicitly mentioned, we refer to the non-uniform versions of
these circuit classes.

Let C be a class of circuits. For any languages A and B, we write A ≤C
m B

if there is a function f computed by a circuit family {Cn} ∈ C such that f(x) ∈
B ⇐⇒ x ∈ A. We write A ≤C

T B if there is a circuit family in C computing
A with B-oracle gates. In particular, since we are primarily concerned with
C = AC0, we denote this as A ≤AC0

T B. We write A ≤AC0

tt B if there is an
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AC0 circuit family computing A with B-oracle gates, where there is no directed
path from any oracle gate to another, i.e. if the reduction is non-adaptive. If,
furthermore, the non-adaptive reduction has the property that each of the oracle
circuits contains at most k oracle gates, then we write A ≤AC0

k−tt B.
Let Y ⊆ {0, 1}� and N ⊆ {0, 1}� be disjoint. Then Π = (Y,N) is a promise

problem. A language L is a solution to a promise problem Π = (Y,N) if Y ⊆ L
and N ∩ L = ∅. For two promise problems Π1 and Π2, some type of reducibility
r (many-one, truth table, or Turing), and a circuit class C, we say Π1 ≤C

r Π2 if
there is a single family of oracle circuits {Cn} in C such that for every solution
S2 of Π2, there is a solution S1 of Π1 such that Cn computes an r-reduction
from S1 to S2.

2.3 Boolean Strings and Functions

For an x ∈ {0, 1}n and a set of indices B ⊆ [n], we let xB denote the Boolean
string obtained by flipping the ith bit of x for each i ∈ B.

A partial string (or restriction) is an element of {0, 1, ?}�. Define the size of
a partial string p to be the number of bits in which it is {0, 1}-valued. We say a
partial string p ∈ {0, 1, ?}n agrees with a binary string x ∈ {0, 1}n if they agree
on all {0, 1}-valued bits. If x ∈ {0, 1}n is a binary string and B ⊆ [n], then x|B
denotes the partial string given by replacing the jth bit of x with ? for each
j ∈ [n] \ B. We say a partial string p1 extends a partial string p2 if p1 is equal
to p2 on all bits where p2 is {0, 1}-valued.

A partial Boolean function on n variables is a function f : I → {0, 1} where
I ⊆ {0, 1}n. For a promise problem Π = (Y,N) and n ∈ N, we let Π|n be the
partial Boolean function that decides membership in Y on instances of length n
which satisfy the promise. (In particular, Π|n : I := (Y ∪N)∩{0, 1}n → {0, 1}.)

We will make use of two well-studied complexity measures on Boolean func-
tions: block sensitivity and certificate complexity. We refer the reader to a
detailed survey by Hatami, Kulkarni, and Pankratov [14] for background on
these notions. For completeness, we provide the definitions of the two measures
that we need. In our context, we will use these measures on partial Boolean
functions. Let I ⊆ {0, 1}n and let f : I → {0, 1} be a partial Boolean func-
tion. For an input x ∈ I, define the block sensitivity of f at x, denoted bs(f, x),
to be the maximum number of non-empty, disjoint sets B1, . . . , Bk such that
xBi ∈ I and f(x) �= f(xBi) for all i. (Here, by “f(y) �= f(z)” we require
that f is defined at both y and z.) Define the 0-block sensitivity of f be
bs0(f) := maxx:f(x)=0 bs(f, x). For an input x ∈ I, define the certificate com-
plexity of f at x, denoted c(f, x), to be the size of the smallest set B ⊆ [n]
such that f(y) = f(x) for all y ∈ I that agree with x|B . Define the 0-certificate
complexity of f to be c0(f) := maxx:f(x)=0 c(f, x).

3 Non-Hardness Under NC0 Reductions

In this section, we prove our main lemmas, showing that problems that are NC0-
reducible to ε-GapMCSP have sublinear 0-certificate complexity and also have
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bounded 0-block sensitivity. Whenever we will have occasion to use these lemmas,
it will be in situations when we are able to assume that the NC0 reduction is
computing a function f satisfying the condition that there is a bound γ(n) > 0
such that, for all n, there is a θ ≥ γ(n) such that, for all x of length n, f(x) is
of the form (T (x), θ). (In particular, the threshold θ is the same for all inputs of
length n.) We will call such an NC0 reduction a γ-honest reduction.

Lemma 1. Let ε(θ) = o(θ), and let Π = (Y,N) be a promise problem, where
Π ≤NC0

m ε-GapMCSP via a γ-honest reduction f computed by an NC0 circuit
family Cn of depth ≤ d, where γ(n) ≥ log log n. Let k ≥ 1. Then there is an
n0 (that depends only on ε, k and d) such that for all n ≥ n0, if N |n �= ∅, then
c0(Π|n) ≤ n/k.

Proof. Let p = 2d, let p′ =
(
2pk+1

p

)
, and let K be a constant that is specified

later (and which depends only on k and d). Since ε(θ) = o(θ), we can pick a
constant s0 such that

(
p′

2

)
ε(s) + K < s for all s ≥ s0.

Pick n0 ≥ 22
s0 , and let n ≥ n0.

For contradiction, suppose c0(Π|n) > n/k. Let x ∈ N ∩{0, 1}n be a 0-valued
instance with c0(Π|n, x) > n/k. Then, for all S ⊆ [n] with |S| ≤ n/k, there is an
xS such that xS agrees with x|S and such that Π|n(xS) = 1. (That is, xS ∈ Y.)

Let (T, θ) be the truth table produced by Cn on input x. Since x ∈ N and
Cn is a reduction, we know that any circuit computing T has size at least θ.

For each S ⊆ [n] with size at most n/k, let TS be the truth table produced
by Cn on input xS . Since xS ∈ Y , we know that TS has a circuit DS of size at
most ε(θ).

We aim to build a “small” circuit computing T , which would contradict that
T has high complexity. Recall that p = 2d, and that p′ =

(
2pk+1

p

)
.

Claim. There exists sets S1, . . . Sp′ ⊆ [n] such that

– |Si| ≤ n
2k for all i, and

– for any set P ⊆ [n] with |P | ≤ p, we have that P ⊆ Si for some i.

Proof. (Proof of Claim) Pick sets V1, . . . , V2pk+1 ⊆ [n] of size at most n
2pk whose

union is [n]. Let V = {V1, . . . , V2pk+1}. Now let each of S1, . . . , S(2pk+1
p ) be the

union of some p sets chosen from V. Each Si has size at most p n
2pk = n

2k . Let
P ⊆ [n] be an arbitrary set of size p. Since

⋃
V ∈V V = [n], every element e of P

lies within some V ∈ V. Then P is contained in the union of some p sets from
V, so P ⊆ Si for some i.

For each i �= j ∈ [p′], let Si,j = Sj,i = Si ∪ Sj . Note that |Si,j | ≤ n/k.
Our circuit C for computing T works as follows. On input r, for each i ∈ [p′],

see if DSi,1(r) = · · · = DSi,p′ (r). If so, then output DSi,1(r). The size of this

circuit is at most
(
p′

2

)
ε(θ) + K (for some fixed constant K) since each of the

(
p′

2

)
DSi,j

circuits has size at most ε(θ) and the other “unanimity” condition is a
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Boolean function on
(
p′

2

)
variables (of in fact linear size) and so can be computed

with circuit of some size K = O(p′)2 (that depends only on k and d).
Now, we argue that C on input r correctly computes the rth bit of T . Let

r ∈ [m] be arbitrary. For convenience, on an input y ∈ {0, 1}n let Cr
n(y) denote

the rth output of Cn(x). Recall the rth bit of T is defined to be Cr
n(x). We must

show two things. First, that there exists an i such that DSi,1(r) = · · · = DSi,p′ (r)
and second, that if for some i we have that DSi,1(r) = · · · = DSi,p′ (r), then
DSi,1(r) = Cr

n(x).
Since Cn has depth d, the rth output of Cn can depend on at most 2d input

wires W ⊆ [m]. Hence, on any input y such that y|W = x|W , we have that
Cr

n(y) = Cr
n(x). Since p = 2d, by the claim, there exists some Si� such that W ⊆

Si� . Therefore, for all j we have that xSi�,j
|W = x|W , so DSi�,j

(r)def= Cr
n(xSi�,j

) =
Cr

n(x).
This implies both things we must show. First, we know that DSi�,1(r) =

· · · = DSi�,p′ (r) since they each equal Cr
n(x). Second, if for some i, we have that

DSi,1(r) = · · · = DSi,p′ (r), then we also have that DSi,1(r) = DSi,i� (r) = Cr
n(x).

Thus we have that T can be computed by a circuit of size at most
(
p′

2

)
ε(θ)+K,

which is less than θ, since θ ≥ log log n ≥ s0. This contradicts that CC(T ) > θ.
Next, we note that one can improve the bounds given by Lemma 1 assuming

a larger gap.

Lemma 2. Let ε(θ) < θα, and let Π = (Y,N) be a promise problem, where
Π ≤NC0

m ε-GapMCSP via a γ-honest reduction f computed by an NC0 circuit
family Cn of depth ≤ d, where γ(n) ≥ nβ. Then for all δ such that δ0 = β(1 −
α)/2d+1 > δ > 0 there is an n0 such that for all n ≥ n0, if N |n �= ∅, then
c0(Π|n) ≤ n1−δ.

Proof. Similar to the proof of Lemma 1.

Next, we present a variant of Lemma 2, but restricted to the parameterized
version of MCSP. This variant is useful in extending our non-hardness results to
≤AC0

T reductions that make no(1) queries.

Lemma 3. Let Π = (Y,N) be a promise problem. If Π ≤NC0

m MCSP[�, g] with
�(m) = o(g(m)/mδ) for some δ > 0, then c0(Π|n) ≤ nε for some ε < 1 for all
but finitely many n where N |n �= ∅, where ε depends only on the depth of the
NC0 circuit family and δ.

Proof. Again, the proof is similar to the proof of Lemma1.

We also can show that problems NC0-reducible to ε-GapMCSP have bounded
0-block sensitivity. The proof is omitted.

Lemma 4. Let ε(θ) = o(θ), and let Π = (Y,N) be a promise problem, where
Π ≤NC0

m ε-GapMCSP via a γ-honest reduction f computed by an NC0 circuit
family Cn of depth ≤ d, where γ(n) ≥ log log n. Then there is an n0 (that depends
only on ε and d) such that for all n ≥ n0, if N |n �= ∅, then bs0(Π|n) < s, where
s is a constant that depends only on d.
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4 Non-hardness Under Many-One AC0 Reductions

To extend our non-hardness results to AC0 we make use of a version of a theorem
given in [1] that was first proved by [2,12] that says randomly restricting a family
of AC0 circuits yields a family of NC0 circuits with high probability.

Lemma 5 (Lemma 7 in [1]). Let Cn be a family of n-input (multi-output)
AC0 circuits. Then there exists an a > 0 such that for all n ∈ N there exists a
restriction of Cn to Ω(n1/a) input variables that transforms Cn into a (multi-
output) NC0 circuit.

Theorem 2. PARITY �≤AC0

m ε-GapMCSP where ε(n) = o(n).

Proof. Suppose not. Then there is a family of AC0 circuits Cn that many-one
reduces PARITY to ε-GapMCSP. By Lemma 5, there is an a such that we can
transform each Cn into an NC0 circuit Dm on m = Ω(n1/a) variables, computing
a reduction f from either PARITY or ¬PARITY (depending on the parity of the
restriction) to ε-GapMCSP. For each input x of length n, f(x) is of the form
(T (x), θ(x)). Since there are only O(log n) output gates in the θ(x) field, and each
output gate depends on only O(1) input variables, all of the output gates for θ(x)
can be fixed by setting only O(log n) input variables. Furthermore, we claim that
there is some setting of these O(log n) input variables, such that the resulting
value of θ is greater than log n/ log log n. If this were not the case, then the ≤AC0

m

reduction of PARITY (or ¬PARITY) on m = Ω(n1/a) variables to ε-GapMCSP
has the property that θ(x) is always less than log n/ log log n. But, as in the
proof of Theorem 1.3 of [22], instances of MCSP where θ is O(log n/ log log n)
can be solved with a depth-3 AC0 circuit of polynomial size. Thus this would
give rise to AC0 circuits for PARITY, contradicting the well-known circuit lower
bounds of [2,12].

Thus we can set O(log n) additional variables, and obtain circuits that
reduce PARITY (or ¬PARITY) on m′ = m − O(log n) = Ω(n1/(a+1)) vari-
ables to ε-GapMCSP, where furthermore this reduction satisfies the hypotheses of
Lemmas 4 and 1. But this contradicts the fact that both PARITY and ¬PARITY
on m′ variables have 0-certificate complexity and 0-block-sensitivity m′.

5 Non-hardness Under Limited Turing AC0 Reductions

With some work, we can extend our non-hardness results beyond many-one
reductions to some limited Turing reductions.

In our proofs that deal with AC0-Turing reductions, we will need to replace
some oracle gates with “equivalent” hardware – where this hardware will pro-
vide answers that are consistent with some solution to the promise problem
ε-GapMCSP, but might not be consistent with the particular solution that is
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provided as an oracle. In order to ensure that this doesn’t cause any problems,
we introduce the notion of a “sturdy” AC0-Turing reduction:

Definition 3. Let Π1 = (Y1, N1) and Π2 = (Y2, N2) be promise problems. A
family {Cn} of AC0-oracle circuits is a sturdy ≤AC0

T reduction from Π1 to Π2

if, for every pair of solutions S, S′ to Π2, every oracle gate G in Cn, and every
x ∈ Y1∪N1, there is a solution S′′ such that CS

n (x) = CS′′
n (x) = CS

n [G → S′](x),
where the notation CS

n [G → S′] refers to the circuit Cn with oracle S, but where
the oracle gate G answers queries according to the solution S′ instead of S.

Lemma 6. Let Π be any promise problem. If Π ≤AC0

tt ε(n)-GapMCSP via a
reduction of depth d, then Π ≤AC0

tt ε(n)-GapMCSP via a sturdy reduction of
depth 5d with the same number of oracle gates. If Π ≤AC0

T ε(n)-GapMCSP via
a reduction of depth d, then Π ≤AC0

T ε(n)-GapMCSP via a sturdy reduction of
depth 5d with the same number of oracle gates.

Proof. Due to space limitations, we provide a sketch only. We modify Cn, so
that each oracle query is checked against queries that were asked “earlier” in the
computation, and the computation uses only the oracle answer from the first
time a query was asked. Since each query is given an answer that is consistent
with some solution, the new circuit gives the same answers as a new solution
(which we denote as S′′). Since Cn is a reduction, we get the same answer when
using S or S′′.

Theorem 3. Let k ≥ 1, and let ε(n) = o(n). Then PARITY �≤AC0

k−tt ε-GapMCSP.

With a larger gap, we can rule out nonadaptive reductions that use no(1)

queries.

Theorem 4. Let ε(n) < nα for some 1 > α > 0. Then for any circuit family
{Cn} computing an ≤AC0

tt reduction of PARITY to ε-GapMCSP, there is a δ > 0
such that, for all large n, {Cn} makes at least nδ queries.

If we consider the parameterized version of MCSP, rather than ε-GapMCSP,
we obtain non-hardness even under ≤AC0

T reductions.

Theorem 5. Let �(m) = o(g(m)/mδ) for some 1 > δ > 0. Then for any circuit
family {Cn} computing an ≤AC0

T reduction of PARITY to MCSP[�, g], there is an
ε > 0 such that, for all large n, {Cn} makes at least nε queries.

6 Open Questions

There remain several open questions. The true complexity of MCSP remains a
mystery. We have made progress in understanding the hardness of an approxi-
mation to MCSP, but how far can Theorem 2 be extended? Can we reduce the
gap in the theorem to some constant factor approximations? Does the impossi-
bility result hold when AC0 is replaced with, say, AC0[2] many-one reductions?
Does the DET-hardness of MKTP [7] also hold for MCSP, given that we have
ruled out any large gap reduction?
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Abstract. An ω-wedge is the closed set of points contained between
two rays that are emanating from a single point (the apex), and are
separated by an angle ω < π. Given a convex polygon P , we place the
ω-wedge such that P is inside the wedge and both rays are tangent to P .
The set of apex positions of all such placements of the ω-wedge is called
the ω-cloud of P .

We investigate reconstructing a polygon P from its ω-cloud. Previ-
ous work on reconstructing P from probes with the ω-wedge required
knowledge of the points of tangency between P and the two rays of the
ω-wedge in addition to the location of the apex. Here we consider the
setting where the maximal ω-cloud alone is given. We give two conditions
under which it uniquely defines P : (i) when ω < π is fixed/given, or (ii)
when what is known is that ω < π/2. We show that if neither of these
two conditions hold, then P may not be unique. We show that, when the
uniqueness conditions hold, the polygon P can be reconstructed in O(n)
time with O(1) working space in addition to the input, where n is the
number of arcs in the input ω-cloud.

1 Introduction

“Geometric probing considers problems of determining a geometric structure or
some aspect of that structure from the results of a mathematical or physical mea-
suring device, a probe.” [16, Page 1] Many probing tools have been studied in
the literature such as finger probes [7], hyperplane (or line) probes [8,12], diam-
eter probes [15], x-ray probes [9,11], histogram (or parallel x-ray) probes [13],
half-plane probes [17] and composite probes [6,12] to name a few. For example,
diameter probes measure the width of the polygon at a certain direction; such
measurements in all directions yield the diameter function of the polygon.
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A geometric probing problem can be considered as a reconstruction problem.
Can one reconstruct an object given a set of probes? For diameter probes this
is not the case: there exists a class of (curved) orbiform shapes such as the
celebrated Reuleaux triangle that have the same diameter function as the circle.
What is more surprising is that this is not the case even for polygonal shapes:
there are uncountable families of polygons with the same diameter function,
where the polygons need not be regular, nor does their diameter function need
to be constant [15]. In this paper we show, that an alternative probing device
called an ω-wedge yields a function that is free from these drawbacks.

The ω-wedge, first studied by Bose et al. [4], is the closed set of points
contained between two rays that are emanating from a single point, the apex of
the wedge. The angle ω formed by the two rays is such that 0 < ω < π. A single
probe of a convex n-gon P is valid when P is inside the wedge and both rays of
the wedge are tangent to P , see Fig. 1a.1 A valid probe returns the coordinates
of the apex and of the two points of contact between the wedge and the polygon.
Using this tool, a convex n-gon can be reconstructed using between 2n − 3 and
2n + 5 probes, depending on the value of ω and the number of narrow vertices
(vertices whose internal angle is at most ω) in P [4]. As an ω-wedge rotates
around P , the locus of positions of the apex of the ω-wedge describes a curve
called an ω-cloud, see Fig. 1c. The ω-cloud finds applications in diverse geometric
algorithms [1,2,14].

ar

a�

q
ω

(a)

d�(u)dr(u)

u

(b) (c)

Fig. 1. A convex polygon P (filled with gray color), and (a) A minimal ω-wedge; (b)
Narrow vertex u of P , wedges W�(u) and Wr(u) (shaded with rising and falling tiling
pattern, respectively) and their directions d�(u) and dr(r) (dashed lines); (c) The ω-
cloud Ω of P : the arcs (bold curved lines), pivots (filled disk marks), and all the
supporting circles (light thin curved lines).

The ω-cloud can be seen as a generalization of the diameter function intro-
duced by Rao and Goldberg [15]. In their paper, a diameter probe consists of
two parallel calipers turning around a convex object P in the plane. The func-
tion that returns the distance between these calipers as they turn around P

1 In [4] probing with an ω-wedge is defined for a wider class of convex objects. Since
here we focus on the objects being convex polygons, we restrict our definition accord-
ingly.
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is called a diameter function. Rao and Goldberg [15] show that two different
convex polygons can have the same diameter function, and the function need
not be a constant. This implies that recovering the exact shape and orientation
of a convex n-gon given only its diameter function is not always possible and
additional information is required. An ω-wedge can be seen as two non-parallel
calipers turning around a convex object P in the plane. As we prove in this
paper, two different convex polygons cannot have the same (non-constant) ω-
cloud function, as opposed to the case of Rao and Goldberg’s tool. This clearly
shows the advantage of the ω-cloud against the latter tool.

Related to our probing method is also the method of Fleischer and Wang [10].
In their method, a convex n-gon P is placed inside a circle of radius 1. A camera
that sees only the silhouette of P can be placed anywhere on the circle. The
angle with which the camera sees P together with the position of the camera is
a probe of P . Let α be the largest angle of P . They prove that if no two camera
tangents overlap, then

⌈
3π

π−α

⌉
probes are necessary and sufficient. Otherwise,

approximately
⌈

4π
π−α

⌉
probes are sufficient. In our method, the apex of the ω-

wedge that turns around P can be seen as a camera. Thus our method is a
variant of theirs because instead of fixing the circle on which the camera can
move, we fix the angle from which P can be seen by the camera.

In this paper, we prove that no two convex polygons have the same ω-cloud
(see Theorem 2 in Sect. 2). We further consider a harder, but more natural prob-
lem of reconstructing a polygon from its maximal ω-cloud, which is a variant
of an ω-cloud where the consecutive arcs with the same supporting circle are
merged in one arc (see Sect. 2.1). We give two conditions under which the max-
imal ω-cloud uniquely determines P : (i) if ω with ω < π is fixed/given, or (ii)
without fixing ω, but with a guarantee that ω < π/2. We show that if neither of
the conditions (i), (ii) hold, then P may not be unique. Finally, we show that,
when conditions (i) or (ii) hold, the polygon P can be reconstructed in O(n)
time and O(1) working space in addition to the input, where n is the number
of arcs in the input ω-cloud (see Sect. 3). Due to space constraints, some of the
proofs are omitted. They can be found in the full version of this paper [3].

2 Properties of the ω-cloud

Let P be an n-vertex convex polygon in R
2. For any vertex v of P , let α(v) be

the internal angle of P at v. Let ω be a fixed angle with 0 < ω < π. Consider
an ω-wedge W ; recall that it is the set of points contained between two rays a�

and ar emanating from the same point q (the apex of W ), such that the angle
between the two rays is exactly ω. See Fig. 1a. We call the ray a� (resp., ar) that
bounds W from the left (resp., right) as seen from q, the left (resp., right) arm
of W . We say that an ω-wedge W is minimal for P if P is contained in W and
the arms of W are tangent to P . The direction of W is given by the bisector ray
of the two arms of W . For each direction, there is a unique minimal ω-wedge.
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Definition 1 (ω-cloud [5]). The ω-cloud of P is the locus of the apices of all
minimal ω-wedges for P .

Let Ω denote the ω-cloud of P . We define an arc Γ of Ω as a maximal
connected portion of Ω such that for every point of Γ the corresponding minimal
ω-wedge is combinatorially the same, i.e., its left and right arm touch the same
pair of vertices of P . Due to the inscribed angle theorem, an arc of the ω-cloud
is a circular arc, and Ω consists of a circular sequence of circular arcs, where
each pair of consecutive arcs shares an endpoint, see also Bose et al. [5] for more
details. We refer to such a sequence as a circular arc sequence. The supporting
circle of a circular arc is the circle containing the arc. The points on Ω that
are the intersection of two consecutive arcs of Ω are called pivots. Note that if
ω ≥ π/2, two consecutive arcs of the ω-cloud can lie on the same supporting
circle. In this case we call the pivot separating them a hidden pivot. For example,
points b, d, f in Fig. 3a are hidden pivots for the polygon abcdef , when ω = 5/6.
The total number of pivots (including hidden ones) is between n and 2n [5].

A vertex v of P is called narrow if the angle α(v) is at most ω. Note that a
pivot of Ω coincides with a vertex of P if and only if that vertex is narrow. In
this case, we also call such pivot narrow. If α(v) < ω, we call v (the vertex or
the pivot) strictly narrow. The portion of Ω between two points s, t ∈ Ω, unless
explicitly stated otherwise, is the portion of Ω one encounters when traversing
Ω from s to t clockwise, excluding s and t. We denote this portion of Ω by Ωst.
The angular measure of an arc Γ of Ω is the angle spanned by Γ , measured from
the center of its supporting circle; the angular measure of a portion of an arc is
defined similarly. For two points s, t on Ω, the total angular measure of Ω from
s to t, denoted as DΩ(s, t), is the sum of the angular measures of all arcs in Ωst

(including the at most two non-complete arcs of Ω).
Each point x in the interior of an arc corresponds to a unique minimal ω-

wedge W (x) with direction d(x). Let u be a pivot of Ω. If u is not strictly narrow,
u also corresponds to a unique minimal ω-wedge W (u) with direction d(u).
Otherwise, u corresponds to a closed interval of directions [d�(u), dr(u)], where
the angle between d�(u) and dr(u) equals ω − α(u). See Fig. 1b. Let W�(u) and
Wr(u) denote the minimal ω-wedges with apex at u and directions respectively
d�(u) and dr(u). For points x on Ω that are not strictly narrow pivots, we define
dr(x) and d�(x) both to be equal to d(x), and W�(x) and Wr(x) equal to W (x).

We now give a crucial property of the ω-cloud.

Lemma 1. Let s and t be two points on Ω such that Ωst contains no narrow
pivots. Then the angle between dr(s) and d�(t) is DΩ(s, t)/2.

Proof. Suppose first that Ωst is a single arc, see Fig. 2a. The angle α between
dr(s) and d�(t) equals the angle β between the left arms of the two minimal
ω-wedges corresponding to these directions, which in turn equals angle β′. By
the inscribed angle theorem, β′ is half the central angle spanning the arc Ωst,
which, by definition of the angular measure, equals DΩ(s, t)/2.

Now suppose that Ωst consists of several arcs, which are either arcs of Ω or (at
most two) connected portions of those arcs. By assumption, none of the pivots
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separating these arcs are narrow (although s and t may be, see the definition
of Ωst). Consider the change of direction of the minimal ω-wedge as its apex
moves from s to t. After traversing an arc with endpoints u and v, by the
above observation, the direction changes by exactly DΩ(u, v)/2. Since none of the
pivots on Ωst are narrow, there is no change in direction as the ω-wedge passes
through each pivot. Therefore the total change in direction for the ω-wedge is
the sum of the changes induced by the traversed arcs, that is, DΩ(s, t)/2. ��

The following are two implications of Lemma 1, and a simple fact that derives
from the definition of the ω-cloud.

Corollary 1. The sum of the angular measures of all arcs of Ω is 2(2π −∑
v∈S(ω − α(v))), where S is the set of all narrow vertices of P . In particu-

lar, P has no strictly narrow vertices if and only if the sum of angular measures
of the arcs of Ω is 4π.

Corollary 2. For any arc Γ of Ω, the angular measure of Γ is at most 2(π−ω).

Lemma 2. Let u be a non-narrow pivot of Ω. Let x be the second point of
intersection between the supporting circles of the two arcs of Ω adjacent to u
(the first point of intersection is u itself). The minimal ω-wedge with the apex
at u touches x with one of its arms.

t

s
Γ

α
β′

β

dr(s)
d�(t)

(a)

x

d(x)

xr

x�

(b)

u

ur
u�

u

(c)

Fig. 2. (a) Illustration for the proof of Lemma 1, the case when Ωst is a single arc.
Vertices of P are marked as filled disks. (b) Point x in the interior of an arc of Ω, wedge
W (x) with its direction d(x), points x� and xr. (c) Narrow pivot u, wedges W�(u) and
Wr(u), points u� and ur.

Characterization of narrow pivots. Let x be a point on Ω. It corresponds to
two minimal ω-wedges W�(x), Wr(x) (which coincide if x is not a narrow pivot).
Consider the open ray of the right arm of W�(x). A small neighborhood of its
origin is in the interior of the region bounded by Ω, thus the ray intersects Ω at
least once. Among the points of this intersection, let x� be the one closest to x.
Define the point xr analogously for the left arm of Wr(x). See Fig. 2b, c.
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Lemma 3. (a) Neither Ωx�x nor Ωxxr
contains a narrow pivot. (b) If x is a

narrow pivot, then DΩ(x�, x) = DΩ(x, xr) = 2(π − ω). (c) If x is not narrow,
then either DΩ(x, xr) = 2(π − ω), or xr is the first narrow pivot following x in
the clockwise direction. A symmetric statement holds for x�.

The above lemma characterizes narrow pivots in terms of the position of
the corresponding minimal ω-wedges. Now we characterize them in terms of
the adjacent arcs and their measures, the information that can be used by the
reconstruction algorithm.

Lemma 4. Let u be a pivot of Ω, and let v and w be the points on Ω such that
DΩ(v, u) = DΩ(u,w) = 2(π − ω).

(a) If pivot u is narrow, then the supporting circles of all the arcs of Ωvw pass
through u.

(b) Pivot u is narrow, if at least one of the following conditions is satisfied: (i)
Ωvu consists of a single arc; (ii) there is an arc Γ of Ωvu that is not incident
to u, such that the supporting circle of Γ contains u.
A symmetric statement holds for Ωuw.

Observation 1. If u is a narrow pivot followed by a non-narrow pivot, then the
condition (ii) of item (b) of Lemma 4 for Ωuw is satisfied, and the supporting
circle of the arc following w does not pass through u.

Characterization of hidden pivots. Recall that a pivot is called hidden if its
incident arcs have the same supporting circle.

Lemma 5. Let u be a hidden pivot of Ω, let Γ� and Γr be the two arcs of Ω
incident to u, and let v and w be the other endpoints of Γ� and Γr, respectively.
Then v, u, and w are all narrow and each of Γ�, Γr has angular measure 2(π−ω).

Proof. Since u is a hidden pivot, Γ� and Γr are supported by the same circle C.
Consider the minimal ω-wedge as its apex traverses Γ�. Its arms are touching
two vertices of P , both lying on C. Since u is a hidden pivot, the vertex touched
by the left arm of the wedge is u (otherwise, there would be no possibility to
switch from Γ� to Γr at point u). Let a be the vertex of P touched by the right
arm of the wedge. When the apex of the wedge reaches u, the wedge becomes
W�(u), and its right arm is passing through a and u. If polygon P had a vertex
between a and u, that vertex must lie outside W�, which is impossible. Thus a is
actually v. Therefore, DΩ(v, u) = DΩ(a, u), which by Lemma 3b equals 2(π−ω).
A symmetric argument for u, v, and Γr completes the proof. ��

We proceed with the main result of this section.

Theorem 2. For a circular arc sequence Ω, there is at most one convex polygon
P and one angle ω with 0 < ω < π such that Ω is the ω-cloud of P .
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2.1 Maximal ω-cloud

Given the ω-cloud Ω of P , let the maximal ω-cloud of P , denoted Ω∗, be the
result of merging all the pairs of consecutive arcs in Ω that have same supporting
circle; equivalently Ω∗ is the result of removing all the hidden pivots from Ω.

The maximal ω-cloud is a natural modification of the ω-cloud for the recon-
struction task, see Sect. 3; it reflects the situation when as an input we are given
a locus of the apices of all the minimal ω-wedges without any additional infor-
mation, i.e., without the coordinates of the hidden pivots. The following two
statements are corollaries of Lemma 5.

Lemma 6. The maximal ω-cloud of P is a circle C if and only if k = π/(π−ω)
is an integer and P is a regular k-gon inscribed in C.

Proof. Suppose the maximal ω-cloud Ω∗ of P is a circle C. Since all arcs of Ω∗

of P are supported by the circle C, all the pivots of Ω are hidden. Applying
Lemma 5 to each pivot, we obtain that the pivots of Ω are exactly the vertices
of P , and each arc has measure 2(π − ω). Therefore the number of vertices of P
is 2π/(2(π −ω)), and the claim follows. The other direction of the claim directly
follows from the definition of an ω-cloud. ��
Lemma 7. An arc of Ω∗ is greater than 2(π − ω) if and only if this arc is a
concatenation of at least two co-circular arcs of Ω separated by hidden pivots,
each of measure 2(π − ω).

Lemmas 6 and 7 together with Theorem 2 imply a uniqueness result for Ω∗:

Theorem 3. For an angle ω and a circular arc sequence Ω∗ of at least two arcs,
there is at most one convex polygon P such that Ω∗ is the maximal ω-cloud of P .

Another uniqueness result, useful for our reconstruction algorithm, follows
from Theorem 2 since for ω < π/2 the ω-cloud and the maximal ω-cloud coincide.

Corollary 3 (of Theorem 2). For a circular arc sequence Ω, there is at most
one convex polygon P and one angle ω < π/2 such that Ω is the maximal ω-
cloud of P .

For the above statement it is necessary that ω < π/2: indeed, Fig. 3a shows
a construction that proves the following.

Proposition 1. There is a circular arc sequence that is the maximal ω-cloud of
P and the maximal ω′-cloud of P ′ for distinct angles ω, ω′ and polygons P, P ′.

3 Reconstructing P from Its Maximal ω-cloud

In this section we let Ω∗ be a circular arc sequence. Our goal is to reconstruct
the convex polygon P for which Ω∗ is the maximal ω-cloud for some angle ω, or
determine that no such polygon exists.
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Note that if Ω∗ is a single arc, i.e., it is a circle C, then P is not unique.
By Lemma 6, it is a regular π/(π − ω)-gon inscribed in C. The position of its
vertices on C is impossible to identify given only Ω∗ and ω. Therefore we assume
that Ω∗ has at least two arcs.

First, in Sect. 3.1, we consider ω to be given, and such that 0 < ω < π; in
this case the maximal ω-cloud of P may differ from its ω-cloud. Afterwards, in
Sect. 3.2, we consider the setting where ω is not known, but it is known that
0 < ω < π/2; in this case the two variations of the ω-cloud coincide, and we use
Ω instead of Ω∗ to denote the input.

a

b

c

d

e

f

Γ2

Γ1
Γ0

(a)

u

u′

v

Γ

C

dr(u)
Wr(u)

p

(b)

Fig. 3. (a) A circular arc sequence of 3 arcs, that is the maximal 2/3π−cloud for triangle
ace and the maximal 5/6−cloud for hexagon abcdef . (b) Illustration for Lemma 8.

3.1 An ω-aware Reconstruction Algorithm

Here we assume that ω is given, and that 0 < ω < π. The main difficulty in
the reconstruction task is caused by strictly narrow vertices, as the turn of the
minimal ω-wedge at those vertices is not reflected in the ω-cloud, see Corollary 1.
In our reconstruction algorithm, we first find all the non-hidden strictly narrow
pivots of Ω∗, and then treat the connected portions of Ω∗ between those pivots
separately. Lemma 8 gives a procedure to process such a portion.

For two points u and v on Ω∗, let Puv be the union of the edges and vertices
of P touched by the arms of the minimal ω-wedge as its apex traverses Ω∗

uv.
Since Ω∗

uv is connected, when the apex of the wedge traverses Ω∗
uv, for each of

its two arms, the point of contact with P traverses a connected portion of P ;
thus Puv consists of at most two connected portions of P . Note that it is possible
that one of the portions is a single vertex.

Lemma 8. Given a portion Ω∗
uv of Ω∗ that does not contain any strictly narrow

pivots, and the direction dr(u) of the rightmost minimal ω-wedge Wr(u) of u,
the portion Puv of P that corresponds to Ω∗

uv can be reconstructed in time linear
in the number of arcs in Ω∗

uv. This requires O(1) working space in addition to
the input.
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Proof. Let Γ be the arc of Ω∗
uv incident to u, let u′ be the other endpoint of

Γ , and let C be the supporting circle of Γ . See Fig. 3b. By knowing the value
of ω and the direction dr(u), we determine the wedge Wr(u). The intersection
between the wedge Wr(u) and the circle C determines the two vertices of P
touched by the minimal ω-wedge as its apex traverses arc Γ . In Fig. 3b, these
two points are u and p. The direction of the leftmost minimal ω-wedge at u′,
W�(u′), is dr(u)+DΩ(u, u′)/2 due to Lemma 1. If u′ is inside Ω∗

uv, then u′ is not
a strictly narrow vertex, and thus there is a unique minimal ω-wedge W (u′) at
u′, W (u′) = W�(u′). Therefore, for each arc of Ω∗

uv we find the pair of vertices
of P that induces that arc. Moreover, by visiting the pivots of Ω∗

uv one by one,
we find the vertices of each of the two chains of Puv ordered clockwise. To avoid
double-reporting vertices of P , we keep the startpoints of the two chains, and
whenever one chain reaches the startpoint of the other one, we stop reporting
the points of the former chain.

This procedure visits the pivots of Ω∗
uv one by one, and performs O(1) oper-

ations at each pivot, namely, finding the intersection between a given wedge and
a given circle. No additional information needs to be stored. ��

Reconstruction Algorithm. As an input, we are given an angle ω, 0 < ω < π,
and a circular arc sequence Ω∗ which is not a single circle. We now describe an
algorithm to check if Ω∗ is the ω-cloud of some convex polygon P , and to return
P if this is the case. It consists of two passes through Ω∗, which are detailed
below. During the first pass we compute a list S of all strictly narrow vertices of
P that are not hidden pivots. With each such vertex u, we store the supporting
lines of the two edges of P incident to u. In the second pass we use this list to
reconstruct P .

First pass. We iterate through the pivots of Ω∗ (recall that these are not hidden
by the definition of Ω∗). For the currently processed pivot u, we maintain the
point v on Ω∗ such that DΩ(v, u) = 2(π − ω). If pivot u is narrow, we jump
to the point on Ω∗ at the distance 2(π − ω) from u. Moreover, if u is strictly
narrow, we add u to the list S. If u is not narrow, we process the next pivot of
Ω∗. We now give the details.

Let Γ be the arc of Ω∗ incident to u and following it in clockwise direction.
Let Γr be the arc following Γ , and Cr be the supporting circle of Γr. We consider
several cases depending on the angular measure |Γ | of Γ :

(a) |Γ | < 2(π − ω). See Fig. 4.
(i) Circle Cr passes through u, see Fig. 4a. Then u is narrow by Lemma 4b.

By tracing Ω∗, find the point w on it such that DΩ(u,w) = 2(π − ω). In
case u is strictly narrow (i.e., ∠vuw < ω), add u to the list S with the
lines through vu and uw (these are the intended lines due to Lemma 3).
Set v to u and u to w (regardless the later condition).

(ii) Circle Cr does not pass through u, see Fig. 4b. Then u is not narrow by
Lemma 4a. Set u to be the other endpoint of Γ , and update v accordingly.
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(b) |Γ | = 2(π−ω). Then u is narrow by Lemma 4b. Let w be the other endpoint
of Γ . Update S, v, and u as in item a(i).

(c) |Γ | = 2t(π − ω) for some integer t > 1. Then Γ is in fact multiple arcs
separated by hidden pivots, see Lemma 5 and Corollary 2. Let p be the
other endpoint of Γ . Let w and w′ be the points on Γ such that DΩ(u,w) =
2(π − ω) and DΩ(w′, p) = 2(π − ω). Update S as in item a(i). Set u to p,
and v to w′.

(d) Otherwise, stop and report that Ω∗ is not the maximal ω-cloud of any poly-
gon.

Before starting the above procedure, we need to find the starting positions v
and u. We choose v arbitrarily and traverse Ω∗ until we reach the corresponding
position of u (i.e., DΩ(v, u) = 2(π − ω)). Since we already have traversed the
portion of Ω∗ between v and u, in order to perform exactly one pass through
Ω∗, we will have to finish the procedure as soon as the pointer u has reached the
initial position of v (not the initial position of u). However, this is still enough for
creating the complete list S. Indeed, by Lemma 3b, there is at most one narrow
pivot between v and u. There is no such narrow pivot if and only if the left arm
of the minimal ω-wedge Wr(v) and the right arm of W�(u) coincide, and in this
case there is nothing to add to S. If there is such a narrow pivot w, then neither
u nor v is narrow. By Lemma 3c, both the left arm of wedge W (v) and the right
arm of W (u) pass through w. Thus w can be found as their intersection.

u
Γ

Γr

v
w

(a)

uΓ

v

Γr

(b)

Fig. 4. First pass of the ω-aware algorithm: pivot u is (a) strictly narrow, (b) non-
narrow

Second pass. In case list S is empty, we apply the procedure of Lemma 8 to the
whole Ω∗. In particular, as both the start and the endpoint, we take the point x
with which we completed the first pass of the algorithm; the point x′ such that
DΩ(x′, x) = 2(π − ω) is already known from the first pass. Then dr(x) = d(x)
is the direction of the minimal ω-wedge with the apex at x and the right arm
passing through x′.
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Suppose now that list S contains k vertices. They subdivide Ω∗ into k con-
nected portions that are free from strictly narrow non-hidden pivots. Each por-
tion is treated as follows:

– If it is a single maximal arc of measure 2t(π−ω), we simply separate it by t−1
equidistant points, and those points are exactly the vertices of the portion of
P corresponding to the considered component of Ω∗, see Lemma 5.

– Otherwise it is a portion free from any strictly narrow pivots. We process this
portion by the procedure of Lemma 8.

Correctness and complexity of this algorithm are analyzed in the following.

Theorem 4. Given an angle ω such that 0 < ω < π, and a circular arc sequence
Ω∗ of n arcs with n > 1, there is an algorithm to check if Ω∗ is the maximal
ω-cloud of some convex polygon P , and to return P if this is the case. The
algorithm works in O(n) time, making two passes through the input, and it uses
O(1) working space. The constants in big-Oh depend only on ω.

Proof. Consider the first pass of the algorithm. Cases a(i), b, and c are exactly
the cases where u is a narrow pivot, see Lemmas 4 and 5. The case d corresponds
to an impossible situation by Lemma 5 and Corollary 2. In case a(i), we update
u to be w, thus we are not processing the pivots between u and w; Lemma 3
guarantees we do not miss any narrow pivot. Correctness of the second pass is
implied by Lemmas 5 and 3a.

Each pivot of Ω∗ is visited exactly once during the first pass (it is either
checked as the pivot u, traversed in the case a(i), or skipped in the case c). The
second pass as well visits each pivot once. The time spent during each such visit
is O(1+t), where t is the number of hidden pivots on the maximal arc adjacent to
the visited pivot. The storage required by the algorithm is the storage required
for the list S, i.e., it is O(k).

Observe finally that by Lemma 3, for any pair u, v of narrow pivots of Ω∗,
DΩ(u, v) ≥ 2(π − ω). By Corollary 1 the total angular measure of the arcs of
Ω∗ is at most 4π. Thus the total number of narrow pivots of Ω∗ (including the
hidden pivots) is at most �2π/(π − ω)�, which is a constant if ω is fixed. ��

3.2 An ω-oblivious Reconstruction Algorithm

Assume that ω < π/2. Thus there are no hidden pivots in the ω-cloud of P , and
therefore the input sequence equals the (not maximal) ω-cloud Ω. We now give
the reconstruction algorithm, which is the main result of this section.

Theorem 5. Given a circular arc sequence Ω, there is an algorithm that finds
the convex polygon P such that Ω is the ω-cloud of P for some angle ω with
0 < ω < π/2, if such a polygon exists. Otherwise, it reports that such a polygon
does not exist. The algorithm works in O(n) time, making two passes through
the input, and it uses O(1) working space.
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Proof. If Ω is a single arc, i.e., it is a circle, we return the negative answer, as a
circle cannot be an ω-cloud for ω < π/2 by Lemma 6. Below we assume that Ω
has at least two arcs.

If the total angular measure of Ω is 4π, then no pivot is strictly narrow due to
Corollary 1. Starting from any pivot u of Ω and applying Lemma 2, we find the
placement of one of the arms of the minimal ω-wedge with the apex u. Since no
pivot is strictly narrow, Lemma 3c determines whether it is the right or the left
arm. This gives us the angle and the placement of the wedge. We can perform
the procedure of Lemma 8 to reconstruct the polygon.

If the total angular measure of Ω is less than 4π, there must be a strictly
narrow pivot. We perform a pass through Ω to find a maximal sequence of arcs
whose supporting circles contain the same pivot u, and such that the sequence
starts at u. If we found such sequence of at least two arcs, the distance between u
and the endpoint of this sequence is 2(π−ω) due to Lemma 4 and Observation 1.
This determines the value of ω. We run the ω-aware reconstruction procedure of
Sect. 3.1. If there is no such sequence of at least two arcs, then by Observation 1
all pivots must be narrow, but since ω < π/2, the polygon P in that case must
be a line segment. Whether Ω is an ω-cloud of a line segment for some ω can be
checked in one pass through Ω.

We can combine finding the above maximal sequence with counting the total
angular measure of Ω in one pass; this pass requires O(1) working storage. The
claim then follows from Theorem 4. ��
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Abstract. An NP-hard graph problem may be intractable for general
graphs but it could be efficiently solvable using dynamic programming for
graphs with bounded treewidth. Employing dynamic programming on a
tree decomposition usually uses exponential space. In 2010, Lokshtanov
and Nederlof introduced an elegant framework to avoid exponential space
by algebraization. Later, Fürer and Yu modified the framework in a way
that even works when the underlying set is dynamic, thus applying it to
tree decompositions.

In this work, we design space-efficient algorithms to count the num-
ber of Hamiltonian cycles and furthermore solve the Traveling Sales-
man problem, using polynomial space while the time complexity is only
slightly increased. This might be inevitable since we are reducing the
space usage from an exponential amount (in dynamic programming solu-
tions) to polynomial. We give an algorithm to count the number of
Hamiltonian cycles in time O((4k)d nM(n log n)) using O(kdn log n)
space, where M(r) is the time complexity to multiply two integers, each
of which being represented by at most r bits. Then, we solve the more
general Traveling Salesman problem in time O((4k)dpoly(n)) using space
O(Wkdn log n), where k and d are the width and the depth of the given
tree decomposition and W is the sum of weights. Furthermore, this algo-
rithm counts the number of Hamiltonian Cycles.

1 Introduction

Dynamic programming (DP) is largely used to avoid recomputing subproblems.
It may decrease the time complexity, but it uses auxiliary space to store the
intermediate values. This auxiliary space may go up to exponential in the value
of the parameter. This means both the running time and the space complex-
ity are exponential for some algorithms solving those NP-complete problems.
Space complexity is a crucial aspect of algorithm design, because we typically
run out of space before running out of time. To fix this issue, Lokshtanov and
Nederlof [13] introduced a framework which works on a static underlying set.
The problems they considered were Subset Sum, Knapsack, Traveling Salesman
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(in time O(2nk) using polynomial space), Weighted Steiner Tree, and Weighted
Set Cover. They use DFTs, zeta transforms and Möbius transforms [16,17], tak-
ing advantage of the fact that working on zeta (or discrete Fourier) transformed
values is significantly easier since the subset convolution operation converts to
a pointwise multiplication operation. In all their settings, the input is a set or a
graph which means the underlying set for the subproblems is static. Fürer and Yu
[9] changed this approach modifying a dynamic programming algorithm applied
to a tree decomposition (instead of the graph itself). The resulting algorithm uses
only polynomial space and the running time does not increase drastically. By
working with tree decompositions, they obtain parameterized algorithms which
are exponential in the tree-depth and linear in the number of vertices. If the
tree decomposition has a bounded width, then the algorithm is both fast and
space-efficient. In this setting, the underlying set is not static anymore, because
they are working with different bags of nodes. They show that using algebraiza-
tion helps to save space even if the underlying set is dynamic. They consider
perfect matchings in their paper. In recent years, there have been several results
in this field where algebraic tools are used to save space when DP algorithms
are applied to NP-hard problems. In 2018, Pilipczuk and Wrochna [15] applied
a similar approach to solve the Minimum Dominating Set problem. Although
they have not directly used these algebraic tools but it is a similar approach (in
time O(3dpoly(n)) using poly(n) space).

We have to mention that there is no general method to automatically
transform dynamic programming solutions to polynomial space solutions while
increasing the tree-width parameter to the tree-depth in the running time.

One of the interesting NP-hard problems in graph theory is Hamiltonian
Cycle. It seems harder than many other graph problems. We are given a graph
and we want to find a cycle visiting each vertex exactly once. The naive determin-
istic algorithm for the Hamiltonian Cycle problem and the more general Travel-
ing Salesman problem runs in time O(n!) using polynomial space. Later, deter-
ministic DP and inclusion-exclusion algorithms for these two problems running
in time O∗(2n)1 using exponential space were given in [1,10,12]. The existence
of a deterministic algorithm for Hamiltonian cycle running in time O((2 − ε)n),
for a fixed ε > 0 is still an open problem. There are some randomized algo-
rithms which run in time O((2 − ε)n), for a fixed ε > 0 like the one given in
[3]. Although, there is no improvement in deterministic running time, there are
some results on Parameterized algorithms. In 2011, Cygan et al. [8] designed a
Parameterized algorithm for the Hamiltonian Cycle problem, which runs in time
4k|V |O(1), where k is the treewidth. In 2015, Bodlaender et al. [4] introduced
two deterministic single exponential time algorithms for Hamiltonian Cycle: One
based on pathwidth running in time Õ(6ppO(1)n2)2 and the other is based on
treewidth running in time Õ(15kkO(1)n2), where p and k are the pathwidth and
the treewidth respectively. The authors also solve the Traveling Salesman prob-
lem in time O(n(2+2ω)ppO(1)) if a path decomposition of width p of G is given,

1 O∗ notation hides the polynomial factors of the expression.
2 Õ notation hides the logarithmic factors of the expression.
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and in time O(n(7 + 2ω+1)kkO(1)), where ω denotes the matrix multiplication
exponent. One of the best known upper bounds for ω is 2.3727 [18]. They do
not consider the space complexity of their algorithm and as far as we checked it
uses exponential space.

Recently, Curticapean et al. [6] showed that there is no positive ε such that
the problem of counting the number of Hamiltonian cycles can be solved in
O∗((6− ε)p) time assuming SETH. Here p is the width of the given path decom-
position of the graph. They show this tight lower bound via matrix rank.

2 Preliminaries

In this section we review notations that we use later.

2.1 Tree Decomposition

In this work, we use standard definitions for tree decompositions, nice tree
decompositions, and treewidth. We denote tree decompositions by T =
(VT , ET ). We use k for the treewidth, and Bx for the bag of node x. Differ-
ent from [7], we allow the leaves in a nice tree decomposition to have non-empty
bags. It has been shown that any given tree decomposition can be converted to
a nice tree decomposition with the same width in polynomial time [11].

Definition 1. The depth of a tree decomposition is the maximum number of
distinct vertices in the union of all bags on a path from the root to the leaf. We
use d to denote the depth of a given tree decomposition (Although, this is not the
standard definition of the depth of a tree decomposition, it is equivalent to the
standard definition and is more applicable in our case).

We have to mention that this is different from the depth of a tree. This is the
depth of a tree decomposition as defined above.

Definition 2. The tree-depth of a graph G, is the minimum over the depths of
all tree decompositions of G. We use d(G) (simply d) to denote the tree-depth of
a graph.

Following is the relationship between these parameters in a given graph G:

Lemma 1. (see [14, Corollary 2.5] and [5])
For any connected graph G, d(G) ≥ k + 1 ≥ d(G)

log2 |V (G)| .

2.2 Algebraic Tools to Save Space

When we use dynamic programming to solve a graph problem on a tree decom-
position, it usually uses exponential space. Lokshtanov and Nederlof converted
some algorithms using subset convolution or union product into transformed ver-
sion in order to reduce the space complexity. Later, Fürer and Yu [9] also used
this approach in a dynamic setting, based on tree decompositions to solve the



A Space-Efficient Algorithm for Hamiltonian Cycle by Algebraization 41

Perfect Matching problem. In this work, we introduce algorithms to count the
number of Hamiltonian cycles and also solve the Traveling Salesman problem.
First, let us recall some definitions.

Let R[2U ] be the set of all functions from the power set of the universe U to
the ring R. The operator ⊕ is the pointwise addition and the operator � is the
pointwise multiplication.

Definition 3. A relaxation of a function f ∈ R[2U ] is a sequence of functions
{f i : f i ∈ R[2U ], 0 ≤ i ≤ |U|}, where ∀ 0 ≤ i ≤ |U| and ∀X ⊆ U , f i[X] is
defined as:

f i[X] =

⎧
⎪⎨

⎪⎩

0 if i < |X|,
f [X] if i = |X|,
arbitrary value if i > |X|.

(1)

Definition 4. The zeta transform of a function f ∈ R[2U ] is defined as:

ζf [X] =
∑

Y ⊆X

f [Y ]. (2)

Definition 5. The Möbius transform of a function f ∈ R[2U ] is defined as:

μf [X] =
∑

Y ⊆X

(−1)|X\Y |f [Y ]. (3)

Lemma 2. The Möbius transform is the inverse of the zeta transform and vice
versa, i.e.

μ(ζf [X]) = ζ(μf [X]) = f [X]. (4)

See [16,17] for the proof.

Definition 6. Given f, g ∈ R[2U ] and X ∈ 2U , the Subset Convolution of f
and g denoted (f ∗R g) is defined as:

(f ∗R g)[X] =
∑

X1⊆X

f(X1)g(X \ X1). (5)

Definition 7. Given f, g ∈ R[2U ] and X ∈ 2U , the Union Product of f and g
denoted (f ∗u g) is defined as:

(f ∗u g)[X] =
∑

X1∪X2=X

f(X1)g(X2). (6)

Theorem 1. ([2]) Applying the zeta transform to a union product operation,
results in the pointwise multiplication of zeta transforms of the outputs, i.e.,
given f, g ∈ R[2U ] and X ∈ 2U ,

ζ(f ∗u g)[X] = (ζf) � (ζg)[X]. (7)
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All of the previous works, which either used DFT or the zeta transform on a
given tree decomposition (such as [9], and [13]), have one common central prop-
erty that the recursion in the join nodes, can be represented by a formula using
a union product operation, which is a complicated operation compared to point-
wise multiplication. That is why taking the zeta transform of a formula having
union products makes the computation easier. As noted earlier in Theorem1,
taking the zeta transform of such a term, will result in a term having pointwise
multiplication instead of union product. Instead of working on the original com-
putation (bottom up on a nice tree decomposition), we are working on a mirrored
computation on the same nice tree decomposition where the zeta-transformed
values in a node are computed directly from the zeta-transformed values at the
children. After doing a computation over the zeta transformed values, we can
apply the Möbius transform on the outcome to get the main result (based on
Theorem 2). While the direct computation keeps track of exponentially many
intermediate values, the computation over the zeta transformed values parti-
tions into exponentially many branches, and they can be executed one after
another. Later, we show that this approach improves the space complexity using
only polynomial space instead of exponential space.

3 Counting the Number of Hamiltonian Cycles

We are given a connected graph G = (V,E) and a nice tree decomposition τ of
G of width w. If H is a Hamiltonian cycle, then the induced subgraph of H on
τx (called H[Vx], where τx is the subtree rooted at node x, and Vx is the union
of all bags in τx) is a set of disjoint paths with endpoints in Bx (see Fig. 1).

Fig. 1. H[Vx] is a set of paths with endpoints in Bx

Definition 8. A pseudo-edge is a pair of endpoints of a path of length ≥ 2 with
endpoints in Bx and interior vertices in Vx \ Bx. We use the 〈, 〉 notation for
the pseudo-edges. E.g., in Fig. 1, p = 〈u, v〉 is a pseudo-edge (it does not imply
that there is an edge between u and v, it just says that there is a path of length
at least two in H[Vx] where u and v are its endpoints). The 〈, 〉 notation is a
symmetrical notation since our paths are undirected, i.e., 〈u, v〉 = 〈v, u〉. Each
path is associated with a pseudo-edge.
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Lemma 3. The degree of all vertices in H[Vx] is at most 2.

Proof. H[Vx] is a subgraph of the cycle H. �
Let X be the union of pseudo-edges (in Bx). Let [Bx]2 be the set of two-element
subsets of Bx, and let X ⊆ [Bx]2. Let SX be the union of vertices involved in
X. Then, SX is a subset of Bx. Let Fx be the vertices of Vx \ Bx which are not
present in the bag of the parent of x. Define fx[X] to be the number of sets of
disjoint paths (except in their endpoints where they can share a vertex) whose
pseudo-edge set is X (remember SX is the union of vertices involved in X) visit-
ing vertices of Fx exactly once (they can also visit vertices which are not in Fx,
but we require them to visit at least vertices in Fx since they are not present in
the proper ancestors of x). We require the root to have empty bag, thus fr[∅]
gives us the number of possible Hamiltonian cycles in G, where r is the root of
τ . Now, we show how to compute the values of fx for all types of nodes.

3.1 Computing fx [X]

We first show how fx[X] could be computed by dynamic programming using
exponential space. We introduce the recursive formula for any kind of nodes. In
the next section, we will show how to compute ζfx[X] directly.

Fig. 2. Forget node x forgetting vertex v with the child c.

– Leaf node: Assume x is a leaf node.

fx[X] =

{
1 if X = ∅,

0 otherwise.
(8)

Since x is a leaf node, there is no path through Vx \ Bx, so for all non-empty
sets X of pseudo-edges, fx[X] is zero, and for X = ∅, there is only one set of
paths, which is empty.
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– Forget node: Assume x is a forget node (forgetting vertex v) with a child
c, where Bx = Bc \ {v}. Any pseudo-edge 〈u,w〉 ∈ X ⊆ [Bx]2 can define a
path starting from u, going to v possibly through Vc \ Bc and then going to
w possibly through Vc \ Bc. Here, either or both pieces of the path (from u
to v, and/or from v to w) can consist of single edges (Fig. 2).

fx[X] =
∑

〈u,w〉∈X

∑

Q⊆{〈u,v〉,〈v,w〉}
dQ fc[X \ {〈u,w〉} ∪ Q], (9)

where dQ =

{
1 if 〈u, v〉 ∈ Q or {u, v} ∈ E, and 〈v, w〉 ∈ Q or {v, w} ∈ E

0 otherwise.
– Introduce vertex node: Assume x is an introduce vertex node (introducing

vertex v) with a child c, where Bx = Bc ∪ {v}. The vertex v cannot be an
endpoint of a pseudo-edge because v has no neighbors in Vc.

fx[X] =

{
fc[X] if v /∈ SX ,

0 otherwise.
(10)

– Join node: Assume x is a join node with two children c1 and c2, where
Bx = Bc1 = Bc2 . For any given X ⊆ [Bx]2, X can be partitioned into two
sets X ′ and X \ X ′ and each of them can be the set of pseudo-edges for one
of the children (Fig. 3).

Fig. 3. Join node x with two children c1 and c2.

The number of such paths associated with X through Vx is equal to the sum
of the products of the number of corresponding paths associated with X ′ and
X \ X ′ through Vc1 and Vc1 respectively.

fx[X] =
∑

X′⊆X

fc1 [X
′]fc2 [X \ X ′] = (fc1 ∗R fc2)[X]. (11)

Here we get subset convolution and we have to convert it to union product to
be able to use zeta transform. We do this conversion in the next subsection.
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3.2 Computing ζFx [X]

In this subsection, first we compute the relaxations of fx[X] for all kinds of
nodes, and then we apply the zeta transform to the relaxations. In the following
section let {f i

x}0≤i≤ k+1
2

be a relaxation of fx.

– Leaf node: Assume x is a leaf node. Since fx[∅] = 1 and for any X �= ∅ :
fx[X] = 0, we can choose f i

x[X] = fx[X] for all i and X. Then

(ζf i
x)[X] = 1, for all i and X. (12)

– Forget node: Assume x is a forget node (forgetting vertex v) with a child
c, where Bx = Bc \ {v}. Thus,

f i
x[X] =

∑

〈u,w〉∈X

∑

Q⊆{〈u,v〉,〈v,w〉}
dQ f i′(Q)

c [X \ {〈u,w〉} ∪ Q], (13)

where i′(Q) = i − 1 + |Q|, i.e., i′(Q) is the number of pseudo-edges in X \
{〈u,w〉} ∪ Q. Now we apply the zeta transform:

(ζf i
x)[X] =

∑

Y ⊆X

f i
x[Y ]

=
∑

Y ⊆X

∑

〈u,w〉∈Y

∑

Q⊆{〈u,v〉,〈v,w〉}
dQ f i′(Q)

c [Y \ {〈u,w〉} ∪ Q]

=
∑

〈u,w〉∈X

∑

Q⊆{〈u,v〉,〈v,w〉}

∑

{〈u,w〉}⊆Y ⊆X

dQ f i′(Q)
c [Y \ {〈u,w〉} ∪ Q]

=
∑

〈u,w〉∈X

∑

Q⊆{〈u,v〉,〈v,w〉}
dQ

∑

Y ⊆(X\{〈u,w〉})
f i′(Q)

c [Y ∪ Q] (14)

We now express eQ =
∑

Y ⊆(X\{〈u,w〉}) f
i′(Q)
c [Y ∪Q] by ζ-transforms, depend-

ing on the size of Q. We use the abbreviation X ′ = X \ {〈u,w〉}.
If Q = ∅, then eQ =

∑
Y ⊆X′ f i−1

c [Y ] = ζf i−1[X ′].
If Q = {〈u, v〉} or Q = {〈v, w〉}, then eQ =

∑
Y ⊆X′ f i

c[Y ∪Q] = ζf i
c[X

′ ∪Q]−
ζf i

c[X
′].

If Q = {〈u, v〉, 〈v, w〉}, then

eQ =
∑

Y ⊆X′
f i+1

c [Y ∪ Q] (15)

= ζf i+1
c [X ′ ∪ Q] − ζf i+1

c [X ′ ∪ {〈u, v〉}]

− ζf i+1
c [X ′ ∪ {〈v, w〉}] + ζf i+1

c [X ′].

With these sums computed, we can now express (ζf i
x)[X] more concisely.

(ζf i
x)[X] =

∑

〈u,w〉∈X

((d∅ − d{〈u,v〉} − d{〈v,w〉} + d{〈u,v〉,〈v,w〉}) ζf i−1
c [X ′]

+ d{〈u,v〉} ζf i
c[X

′ ∪ {〈u, v〉}] + d{〈v,w〉} ζf i
c[X

′ ∪ {〈v, w〉}]

+ d{〈u,v〉,〈v,w〉} ζf i+1
c [X ′ ∪ {〈u, v〉, 〈v, w〉}]). (16)
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Note that d∅ = 1 if {〈u, v〉, 〈v, w〉} ⊆ E, d{〈u,v〉} = 1 if 〈v, w〉 ∈ E, d{〈v,w〉} = 1
if 〈u, v〉 ∈ E, and d{〈u,v〉,〈v,w〉} is always 1, while otherwise dQ = 0. This
implies that for every 〈u,w〉 in the previous equation at least one of the 4
coefficients is 0. Therefore, in each forget node, we have at most a 3|X| fold
branching.

– Introduce vertex node: Assume x is an introduce vertex node (introducing
vertex v) with a child c, where Bx = Bc ∪ {v}. Let Xv be the set of pseudo-
edges having v as one their endpoints. Therefore,

f i
x[X] =

{
f i

c[X] if v /∈ SX ,

0 otherwise.
(17)

(ζf i
x)[X] =

∑

Y ⊆X

f i
x[Y ] =

∑

Y ⊆(X\Xv)

f i
c[Y ] = (ζf i

c)[X \ Xv]. (18)

– Join node: Assume x is a join node with two children c1 and c2, where
Bx = Bc1 = Bc2 . To compute fx on a join node, we can use Eq. 11. In order
to convert the subset convolution operation to pointwise multiplication, first
we need to convert the subset convolution to a union product, and then we
are able to use Theorem 1. To convert subset convolution to union product we
introduce a relaxation of fx. Let f i

x[X] =
∑i

j=0(f
j
c1∗uf i−j

c2 )[X] be a relaxation
of fx.

(ζf i
x)[X] =

i∑

j=0

(ζf j
c1)[X] · (ζf i−j

c2 )[X], for 0 ≤ i ≤ k, (19)

where k is the treewidth of τ .

To summarize, we present the following algorithm (Algorithm 1) for the
Hamiltonian Cycle problem where a tree decomposition τ is given.

Algorithm 1. Counting the total number of the possible Hamiltonian
cycles in a graph given by a nice tree decomposition
Input : A nice tree decomposition τ with root r
return : (ζf)(r, ∅, 0) //ζf0

r [∅].
procedure (ζf)(x, X, i): //(ζf)(x, X, i) is the representation of (ζf i

x)[X]
if x is a leaf node:

return 1.
if x is a forget node: //forgetting v

return the value according to Equation 16.
if x is an introduce vertex node: //introducing v

return (ζf)(c, X \ Xv, i).
if x is a join node:

return
∑i

j=0(ζf)(c1, X, j) · (ζf)(c2, X, i − j).
end procedure
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Theorem 2. Given a graph G = (V,E) and a tree decomposition τ of G,
we can compute the total number of the Hamiltonian cycles of G in time
O((4k)dnM(n log n)) and in space O(kdn log n) by using Algorithm1 where k
and d are the width and the depth of τ respectively, and M(n) is the time com-
plexity to multiply two numbers which can be encoded by at most n bits.

Sketch of Proof. The correctness proof has been explained in 3.1 and 3.2. Running
time and space complexity analysis can be found in the appendix but here is
the summarized version: Branching happens only in forget nodes (≤ d forget
nodes from a path from the root to a leaf), where we branch into ≤ k branches.
According to the formula for forget node: {u, v} and {v, w} each can be an edge
or a pseudo-edge (four possibilities). There are at most n! Hamiltonian cycles, so
the value of fx can be presented by at most n log n bits. It takes M(n log n) time
to multiply numbers with this length. On the other hand, there are n vertices in
G. All together, the running time is O((4k)dnM(n log n)).

For space complexity, we only keep results for one strand at a time. There
are ≤ d vertices on each path from the root to a leaf. On each path, we keep
track of vertices in a bag (at most k + 1), and the number of disjoint paths can
be presented by n log n bits. Therefore, the space complexity is O(kdn log n). �

4 The Traveling Salesman Problem

In this section, we discuss the Traveling Salesman problem (TSP).

Definition 9. Traveling Salesman. Let G = (V,E) be an undirected graph
with weighted edges (nonnegative integer). In the traveling Salesman problem we
are asked to find a cycle (if there is any) that visits all of the vertices exactly
once with minimum cost.

In order to solve this problem, we work with the ring of polynomials Z[x],
where x is a variable. Our algorithm computes the polynomial Px(y)[X] =
∑W

i=0 ax
i [X]yi, where ax

i [X] is the number of solutions in τx associated with
X with cost i, and W is the sum of the weights of all edges.

4.1 Computing the Hamiltonian Cycles of All Costs

To find the answer to TSP, we have to find the first nonzero coefficient of Pr(x),
where r is the root of the given nice tree decomposition. As we did for the
Hamiltonian cycle problem, we show how compute this polynomial recursively
for all kinds of nodes.

– Leaf node: Assume x is a leaf node.

Px(y)[X] =

{
1 if X = ∅,

0 otherwise.
(20)
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– Forget node: Assume x is a forget node (forgetting vertex v) with a child
c, where Bx = Bc \ {v}.

Px(y)[X] =
∑

〈u,w〉∈X

∑

Q⊆{〈u,v〉,〈v,w〉}
dQ(Pc(y))[X \ {〈u,w〉} ∪ Q], (21)

where dQ is defined in a similar way as in Eq. 9.
– Introduce vertex node: Assume x is an introduce vertex node (introducing

vertex v) with a child c, where Bx = Bc ∪ {v}.

Px(y)[X] =

{
Pc(y)[X] if v /∈ SX ,

0 otherwise.
(22)

– Join node: Assume x is a join node with two children c1 and c2, where
Bx = Bc1 = Bc2 .

fx[X] =
∑

X′⊆X

Pc1(y)[X ′]Pc2(y)[X \ X ′]. (23)

We skip the zeta transform part because it is similar to the Hamiltonian Cycle
case.

Theorem 3. Given a graph G = (V,E) and a tree decomposition τ of G, we
can solve the Traveling Salesman problem for G in time O((4k)d ·poly(n)) and in
space O(Wkdn log n) where W is the sum of the weights, k and d are the width
and the depth of the tree decomposition τ respectively.

The proof is omitted due to space constraints.

4.2 Conclusion

In this work, we solved Hamiltonian Cycle with polynomial space complexity
and Traveling Salesman with pseudo-polynomial space complexity, while the
running time is polynomial in size of the given graph and exponential in the
tree-depth. Our algorithms for both problems rely on modifying a DP approach
such that instead of storing all possible intermediate values, we keep track of
zeta transformed values, which was first introduced in [13] for static underlying
sets, and later in [9] for dynamic underlying sets.
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subset convolution. In: Proceedings of the Thirty-Ninth Annual ACM Symposium
on Theory of Computing, pp. 67–74. ACM (2007)



A Space-Efficient Algorithm for Hamiltonian Cycle by Algebraization 49

3. Björklund, A., Kaski, P., Koutis, I.: Directed Hamiltonicity and out-branchings
via generalized Laplacians. In: 44th International Colloquium on Automata, Lan-
guages, and Programming, ICALP 2017, Warsaw, Poland, 10–14 July 2017, pp.
91:1–91:14 (2017)

4. Bodlaender, H.L., Cygan, M., Kratsch, S., Nederlof, J.: Deterministic single expo-
nential time algorithms for connectivity problems parameterized by treewidth. Inf.
Comput. 243, 86–111 (2015)

5. Bodlaender, H.L., Gilbert, J.R., Hafsteinsson, H., Kloks, T.: Approximating
treewidth, pathwidth, frontsize, and shortest elimination tree. J. Algorithms 18(2),
238–255 (1995)

6. Curticapean, R., Lindzey, N., Nederlof, J.: A tight lower bound for counting Hamil-
tonian cycles via matrix rank. In: Proceedings of the Twenty-Ninth Annual ACM-
SIAM Symposium on Discrete Algorithms, Society for Industrial and Applied
Mathematics, pp. 1080–1099 (2018)

7. Cygan, M., et al.: Parameterized Algorithms. Springer, Heidelberg (2015). https://
doi.org/10.1007/978-3-319-21275-3

8. Cygan, M., Nederlof, J., Pilipczuk, M., Pilipczuk, M., van Rooij, J.M.M.,
Wojtaszczyk, J.O.: Solving connectivity problems parameterized by treewidth in
single exponential time. In: IEEE 52nd Annual Symposium on Foundations of
Computer Science (FOCS), pp. 150–159. IEEE (2011)
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Abstract. Inspired by a recent classical distribution-free junta tester
by Chen, Liu, Serverdio, Sheng, and Xie (STOC’18), we construct a
quantum tester for the same problem with complexity O(k/ε), which
constitutes a quadratic improvement.

This result was obtained independently from the ˜O(k/ε) algorithm
for this problem by Bshouty.

Keywords: Property testing · Juntas · Fourier transform

1 Introduction

The steadily growing size of data calls for algorithms that work extremely fast:
with linear or, preferably, sub-linear complexity. To achieve this performance,
certain assumptions must be made, usually in some sort of approximation guar-
antees.

Consider the problem of testing whether an object f has some property P.
Typically, this task is hardest on instances f that are close to the border: the
ones that do not possess the property P but are extremely close to doing so.
But often such meticulousness is not needed, as one can tolerate false positives
that are close to true positives. What one usually wants is to filter out instances
that are substantially far from having the property. The framework of property
testing [9,12] does exactly this: distinguishes the objects having the property P
from the ones that are ε-far from P. This is an active area of research both for
classical (randomised) and quantum testers. See [11] for a survey on quantum
property testing.

Junta Testing. Let us focus on the case of testing juntas, which is the topic of this
paper. A k-junta is a Boolean function h : {0, 1}n → {0, 1} that only depends
on k out of its n input variables. In other words, h is a k-junta iff there exists
a subset {a1, a2, . . . , ak} ⊆ [n] such that h(x1, . . . , xn) = ĥ(xa1 , xa2 , . . . , xak

) for
some function ĥ : {0, 1}k → {0, 1}. A function g : {0, 1}n → {0, 1} is ε-far from
a k-junta iff g differs from any k-junta in at least ε2n points of the hypercube
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{0, 1}n. A junta tester, given access to a Boolean function f and parameters k
and ε, has to distinguish between the cases when f is a k-junta and when f is
ε-far from any k-junta. It is usually assumed that n is much larger than k, and
the goal is to construct a tester whose complexity does not depend on n, and is
as optimal in terms of k and ε as possible.

Junta testing has interesting history with developments in classical and quan-
tum algorithms coming hand in hand. In 2002, the problem was considered
by Fischer et al. [8], and an algorithm with query complexity O

(
(k log k)2/ε

)

was constructed. In 2007, a quantum algorithm was constructed by Atıcı and
Servedio [2], which uses O(k/ε) quantum examples. But in 2009 classical algo-
rithms caught up with an O(k/ε + k log k)-query algorithm by Blais [3]. This
is optimal due the lower bound by Sağlam [13] (see also [7]). In 2015, however,
quantum complexity of the problem was improved to O(

√
k/ε log k) queries by

Ambainis et al. [1]. This was shown to be almost optimal by Bun et al. [5].
Thus, query complexity of junta testing is well-understood both classically and
quantumly.

Distribution-Free Testing. The distribution-free property testing model was
introduced by Goldreich et al. in [9]. It is similar to the usual model of property
testing, but the distance to the property P is measured with respect to some
unknown distribution D over the hypercube {0, 1}n. That is, g is ε-far from a
k-junta with respect to D, iff Prx∼D[g(x) �= h(x)] ≥ ε for any k-junta h. The
tester, in addition to oracle queries to f , can sample from D. The tester should
work for any distribution D, and the complexity measure is the worst-case sum of
the number of queries to f and samples from D. Thus, distribution-free property
testing is at least as hard as usual property testing.

The motivation behind distribution-free property testing model is similar to
that of the PAC learning model [14]. The uniform distribution might not be
the right one to measure the distance, and it might be hard to get to know
what the relevant probability distribution is. Thus, we would like to make as few
assumptions on the distribution as possible. But the algorithm must have some
access to the distribution in order to solve the problem, and sampling is one of
the weakest modes of access.

Results. Recently, Liu et al. [10] constructed a distribution-free randomised junta
tester with complexity Õ(k2)/ε. Our main result is a distribution-free quantum
junta tester with a (slightly better than) quadratic improvement in k.

Theorem 1. There exists an algorithm that, given quantum membership oracle
access to a Boolean function f : {0, 1}n → {0, 1}, classical sample access to
a probability distribution D on {0, 1}n, and parameters k and ε, performs the
following task. If f is a k-junta, it accepts with probability 1. If f is ε-far from any
k-junta with respect to D, it rejects with probability at least 1/2. The algorithm
uses O(k/ε) queries to f and samples from D.

Up to our knowledge, this is the first distribution-free quantum property
tester. We allow quantum membership queries to f . Additionally, we allow
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classical (not quantum!) sampling from D. If one allows quantum example oracle
access to D, it is possible to get quadratic improvement in terms of ε as well, see
Sect. 5. We give additional justification to our model in Sect. 4, where we show
that quantum example oracle is of little use to solve this problem.

Our algorithm is inspired by the algorithm by Liu et al., and it not only has
smaller complexity, but is also conceptually simpler that the classical algorithm.
Similarly to the tester by Atıcı and Servedio, the improvement stems from the
fact that quantum algorithms can efficiently Fourier sample. Actually, the only
quantum subroutine we use is the ability to Fourier sample the input function
f restricted to arbitrary hypercube of {0, 1}n.

Related Results. During the review phase of this paper, classical complexity of
the problem was improved to Õ(k/ε) queries by Bshouty [4], which is optimal
up to logarithmic factors.

2 Preliminaries

We use notation [n] = {1, 2, . . . , n}. For x ∈ {0, 1}n and T ⊆ [n], xT stands for
the string x with the bits in T flipped. We write xi instead of x{i} for i ∈ [n].

The following ways of accessing the input function f : {0, 1}n → {0, 1} are
used in the paper. A classical example is a pair (x, f(x)), where x is drawn from
some probability distribution (or uniformly if no distribution is specified). A clas-
sical membership oracle is a black-box that on a query x returns the value of f(x).
A quantum example is a quantum state of the form

∑
x∈{0,1}n

√Dx|x〉|f(x)〉
for some probability distribution D. Again, if no distribution is specified, we
assume the uniform one. A quantum example oracle is a quantum subroutine that
performs the transformation |0〉 	→ ∑

x∈{0,1}n

√Dx|x〉|f(x)〉. Quantum example
oracles are more powerful than quantum examples: for instance, one can use
quantum amplitude amplification with them. Finally, a quantum membership
oracle is a quantum subroutine performing the transformation |x〉 	→ (−1)f(x)|x〉
for all x ∈ {0, 1}n. It is the same as the usual quantum input oracle.

In order to distinguish quantum example and membership oracles, we use
terms quantum sample and query, respectively, for their execution. Classically,
we use terms “sample” and “example” as synonymous. For each quantum oracle,
we also assume access to its inverse.

The main technical tool we use is Fourier sampling. The Fourier transform
(also known as the Walsh-Hadamard transform) of a Boolean function f is the
linear mapping

1√
2n

∑

x∈{0,1}n

(−1)f(x)|x〉 H⊗n

	−→
∑

S⊆[n]

f̂(S)|S〉, (1)

where f̂(z) are the Fourier coefficients of f . Here the subset S on the right-hand
side can be identified with its characteristic string.



Quantum Algorithm for Distribution-Free Junta Testing 53

The Fourier transformation can be efficiently implemented on a quantum

computer: it only requires n Hadamard gates H = 1√
2

(
1 1
1 −1

)
. If the state on

the right-hand side of (1) is measured, the outcome S is obtained with probability
f̂(S)2. This is known as Fourier sampling. The sum of f̂(S)2 equals 1 since H⊗n

is a unitary transformation.
We only use the following two properties of the Fourier transform. First, if

f̂(S) �= 0, then f depends on all variables in S. Second,

f̂(∅) =
1
2n

∑

x∈{0,1}n

(−1)f(x). (2)

3 The Algorithm

In this section we describe our algorithm and prove Theorem1. Before we proceed
with this task, let us introduce some notation. Everywhere in this section we
assume that an input function f : {0, 1}n → {0, 1} is fixed.

A variable i ∈ [n] is called relevant if there exists an input x ∈ {0, 1}n such
that f(x) �= f(xi). Note that a function f is a k-junta if and only if it has at
most k relevant variables.

A cube B = (x, y) is a subcube of the hypercube {0, 1}n and is specified by
its two opposite vertices x and y. That is, B is the set of all bit-strings in {0, 1}n

that agree to either x or y in each position. Let I(B) be the set of variables
where x and y disagree. A cube B = (x, y) is called relevant if f(x) �= f(y). Note
that if a cube B is relevant, then at least one variable in I(B) is relevant.

A formal description of the tester is given in Algorithm 1, and it depends
on two subroutines: GenerateCube and FourierSample given in Algorithms 2
and 3, respectively. The subroutine GenerateCube(S) finds a cube B such that
I(B) does not intersect S. The subroutine FourierSample(B) performs Fourier
sampling from the function f restricted to the subcube B.

The algorithm maintains a subset of variables S ⊆ [n] and a collection of
cubes B. The following invariants are maintained throughout the algorithm:

– All variables in S and all cubes in B are relevant.
– The set S and all I(B), as B ranges over B, are pairwise disjoint. (3)

Claim 2. The invariants in (3) are maintained throughout the algorithm.

Proof. Clearly, the invariants are satisfied at the beginning of the algorithm
when both S and B are empty. Consider all the steps of Algorithm 1 where S
or B change. In 2(a), B is a relevant cube and I(B) does not intersect S by
the requirement on the subroutine GenerateCube. In 2(c), the set T returned by
FourierSample has non-zero Fourier coefficient in f restricted to B. This means
that all the variables in T are relevant. Also T ⊆ I(B), hence, the new S does
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Algorithm 1. Quantum Distribution-Free Junta Testing
1. Let S ← ∅, B ← ∅
2. Repeat while |S| + |B| ≤ k, but no more than 18k times:

(a) If B is empty, B ← GenerateCube(S). If B is not fail, let B ← {B}. Continue
with the next iteration of the loop.

(b) Otherwise, let B = (x, y) be any cube in B.
(c) Let T ← FourierSample(B). If T �= ∅, remove B from B, let S ← S ∪ T , and

continue with the next iteration of the loop.
(d) Otherwise, generate a uniformly random subset T ⊆ I(B). Let z = xT and

t = yT .
(e) If f(z) = f(t) = f(y), then remove B from B, add the cubes (x, z) and (x, t)

to B, and continue with the next iteration of the loop.
(f) If f(z) = f(t) = f(x), then remove B from B, add the cubes (z, y) and (t, y)

to B, and continue with the next iteration of the loop.
3. If |S| + |B| > k, reject. Otherwise, accept.

Algorithm 2. GenerateCube(S) subroutine, classical version
1. Repeat 2/ε times:

(a) Sample x from D. Let T be a uniformly random subset of [n] \ S.
(b) If f(x) �= f(xT ) return the cube (x, xT ).

2. Return ‘fail’.

Algorithm 3. FourierSample(B = (x, y))
1. Prepare the state |x〉 = |x1〉|x2〉 · · · |xn〉 on n qubits.
2. Apply the Hadamard operator H to the qubits in I(B), and get the state

1√
|B|

∑

z∈B |z〉.
3. Apply the quantum membership oracle and obtain the state

1√
|B|

∑

z∈B(−1)f(z)|z〉.
4. Apply the Hadamard operator H to the qubits in I(B) and measure them. Return

the set T formed by the bits where the measurement outcome is 1.

not intersect any of the remaining cubes in B. In 2(e), we have f(z) �= f(x) and
f(t) �= f(x), hence the two new cubes are relevant. Also note that t = xI(B)\T .
Hence, I(x, z) and I(x, t) are disjoint and do not intersect S nor the remaining
cubes in B. The case 2(f) is similar.

Concerning the terminating condition in Steps 2 and 3 of Algorithm 1, we
have the following result.

Proposition 3. If S and B satisfy the conditions in (3) and |S|+ |B| > k, then
f is not a k-junta.

Proof. Each cube B ∈ B contains a relevant variable. By the second condition
in (3), all these variables are distinct and different from the variables in S.
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Thus, together with the variables in S, f has more than k relevant variables.
This means that f is not a k-junta.

Concerning the GenerateCube subroutine, we have the following lemma:

Lemma 4 ([10], Lemma 3.2. arXiv version). Assume f : {0, 1}n → {0, 1}
is ε-far from any k-junta with respect to D, and S is a subset of [n] of size at
most k. Then,

Pr
x∼D, T⊆[n]\S

[
f(x) �= f(xT )

] ≥ ε/2,

where x is sampled from D, and T is a uniformly random subset of [n] \ S.

Corollary 5. In the assumptions of Lemma 4, probability the GenerateCube(S)
subroutine returns ‘fail’ is at most 1/2.

Proof. By Lemma 4, the probability that the subroutine returns ‘fail’ is at most
(1 − ε/2)2/ε < 1/e < 1/2.

The number of iterations of the loop in Step 2 of Algorithm 1 is based on
the following lemma.

Lemma 6. Assume f is ε-far from a k-junta relative to D, and consider one
iteration of the loop in Step 2 of Algorithm 1. Let S and B be the values of these
variables before the iteration, and S′ and B′ after the iteration. If |S| ≤ k, then,
with probability at least 1/3, we have 2|S′| + |B′| ≥ 2|S| + |B| + 1.

Proof. Assume first B = ∅. Then by Corollary 5, with probability at least 1/2,
the GenerateCube subroutine does not fail and the size of B becomes 1, which
gives 2|S′| + |B′| = 2|S| + |B| + 1.

Now consider the case when B is not empty, and let B be the cube selected on
step 2(b). Denote by f |B the function f restricted to the inputs in the subcube B.
There are two cases: f |B is 1/3-far from a constant function, or f |B is 1/3-close
to a constant function relative to the uniform distribution on B.

In the first case, by (2), the absolute value of the Fourier coefficient of ∅
is at most 2/3 − 1/3 = 1/3. Hence, with probability 8/9, the set T in 2(c) is
non-empty. In this case, the size of B is reduced by 1, but the size of S grows by
at least 1, which gives 2|S′| + |B′| ≥ 2|S| + |B| + 1.

In the second case, when f is 1/3-close to a constant function, the probability
that f(z) = f(t) is at least 1/3. In this case, the size of S does not change, but
the size of B grows by 1, which gives 2|S′| + |B′| = 2|S| + |B| + 1.

Proof (of Theorem 1). Now we can prove the theorem. If f is a k-junta,
Algorithm 1 always accepts due to Proposition 3. Let us prove that if f is ε-
far from a k-junta relative to D, then the algorithm rejects with probability at
least 1/2.

Assume for a moment there is no upper bound of 18k on the number of
iterations of the loop in Step 2 of the algorithm. Let P (i) denote the number of
iterations of the loop after which it holds that 2|S| + |B| ≥ i or |S| + |B| > k.
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By Lemma 6, we have that E[P (i + 1) − P (i)] ≤ 3. As P (0) = 0, by linearity of
expectation, we have that E[P (3k)] ≤ 9k. By Markov’s inequality,

Pr[P (3k) ≥ 18k] ≤ 1/2. (4)

Note that 2|S|+ |B| ≥ 3k implies |S|+ |B| > k. Thus, (4) means that Algorithm
1 rejects with probability at least 1/2.

The complexity of the algorithm is O(k/ε), as it performs O(k) iterations of
the loop, and each iteration costs at most O(1/ε).

4 Uselessness of Quantum Examples

One interesting feature of the quantum junta tester by Atıcı and Servedio [2] is
that it only uses quantum examples and not quantum or classical membership
queries. This constitutes an exponential improvement since exponentially many
classical examples are required to solve the problem (see Lemma 8 below). Also,
this is still the best known quantum algorithm that only uses quantum examples,
as the algorithm by Ambainis et al. [1] uses quantum membership queries.

Our algorithm in Sect. 3 uses quantum membership queries, and a natural
question arises whether it is possible to attain similar complexity using only
quantum examples. We show that this is impossible: contrary to the uniform
case, in the distribution-free case, exponentially many quantum examples are
required. As it is unclear whether quantum examples should come from the
uniform distribution or from D, we show that neither of them works.

Theorem 7. Assume a quantum algorithm has quantum example oracle access
to a Boolean function f with respect to both uniform probability distribution and
D. Then, 2Ω(k) executions of these oracles are required to distinguish whether f
is a k-junta or Ω(1)-far away from any k-junta with respect to D.

Recall that quantum example oracles with respect to the uniform distribution
and D are quantum subroutines that perform the following transformations

|0〉 	→ 1√
2n

∑

x∈{0,1}n

|x〉|f(x)〉, and |0〉 	→
∑

x∈{0,1}n

√
Dx|x〉|f(x)〉,

respectively. In the remaining part of this section, we sketch the proof of
Theorem 7.

We start with proving that classical examples do not help to solve the problem
even in the uniform case. Interestingly, the following result does not appear
explicitly in prior publications, however, it is tacitly assumed in a number of
papers. We add a simple proof of this lemma for completeness.

Lemma 8. In the uniform model, Ω(2k/2) classical examples are required to
distinguish whether a given Boolean function f : {0, 1}n → {0, 1} is a k-junta or
is Ω(1)-far from any (n − 1)-junta.
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Proof. Consider the following two probability distributions on Boolean functions
f : {0, 1}n → {0, 1}. H is the uniform probability distribution on the functions
h(x1, . . . , xn) that only depend on the variables x1, . . . , xk. G is the uniform
probability distribution on all Boolean functions f . Each function in the support
of H is a k-junta, while a function g ∼ G is Ω(1)-far from any (n− 1)-junta with
high probability [7, Lemma 3.1]. Hence, the tester should be able to distinguish
these two probability distribution with bounded error.

Let x(1), . . . , x(t) be the examples obtained by the tester. If t = o(2k/2), then,
with high probability, every two inputs in this sequence disagree on their first
k bits. But if this is the case, then the values f(x1), . . . , f(xt) form a uniformly
random string in {0, 1}t regardless whether f is sampled from H or from G.
Hence, the tester cannot distinguish these two probability distributions with
bounded error.

Let H denote the set of functions that only depend on x1, . . . , xk and G denote
the set of functions that are Ω(1)-far from any (n − 1)-junta. Lemma 8 shows
that exponentially many classical examples are needed to distinguish these two
classes. However, due to the algorithm by Atıcı and Servedio, it is possible to
efficiently distinguish them using quantum examples. We proceed by modifying
the classes H and G twice. First, we make the uniform quantum example oracle
useless, and then the quantum example oracle with respect to D.

We start with uniform quantum examples. The idea is to restrict the prob-
ability distribution D to a small subcube so that uniform examples do not
give much information on the inputs in D. Let x[k] denote the substring
(x1, . . . , xk) ∈ {0, 1}k of x. Define H′ and G′ as classes of Boolean functions
f ′ : {0, 1}n+k → {0, 1} on the variables (x, y) = (x1, . . . , xn, y1, . . . , yk) defined
in the following way. If f comes from H (respectively, G), then the corresponding
function f ′ in H′ (respectively, G′) is defined by

f ′(x1, . . . , xn, y1, . . . , yk) =

{
f(x1, . . . , xn), if y = x[k];
0, otherwise.

Let D′ be the uniform probability distribution on the strings (x, y) ∈ {0, 1}n+k

satisfying y = x[k]. Any function in H′ is a 2k-junta, and any function from G′

is Ω(1)-far from any (n − 1)-junta with respect to D′, and, hence, Ω(1)-far from
any 2k-junta if n > 2k.

Uniform quantum examples are useless here. Indeed, the uniform quantum
example is 2−Ω(k)-close to the quantum example corresponding to the all-0
function:

|0〉 	→ 1√
2n+k

∑

x∈{0,1}n

∑

y∈{0,1}k

|x〉|y〉|0〉. (5)

Hence, we can replace the uniform quantum example oracle corresponding to a
function f ′ in H′ ∪ G′ with (5) and it will not significantly affect the output of
the algorithm unless it makes 2Ω(k) samples.

Our next goal is to get rid of the quantum example oracle relative to D.
The idea is to scatter the distribution D so that it is impossible to make use
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of interference, and the quantum example oracle becomes essentially equivalent
to the classical example oracle. Let H′′ and G′′ be classes of Boolean functions
f ′′ : {0, 1}2n+k → {0, 1} obtained from H′ and G′, respectively, by extending
them with n irrelevant variables z1, . . . , zn. For π : {0, 1}n → {0, 1}n a per-
mutation, we define a distribution D′′

π as follows. The distribution D′′
π is over

strings (x, y, z), where x is a uniformly random string from {0, 1}n, y = x[k] and
z = π(x). Clearly, all the functions in H′′ are (2k)-juntas and the functions in H′′

are Ω(1)-far from any (n − 1)-junta with respect to D′′
π. The uniform quantum

samples are still not useful by the same argument as above.
Let us now prove that quantum samples from D′′

π are also useless in this
situation. Consider the quantum sampler from D′′

π. It acts as follows

|0〉 	→ 1√
2n

∑

x∈{0,1}n

∣
∣x

〉∣∣x[k]

〉∣∣π(x)
〉∣∣f(x)

〉
, (6)

where f is from H or G. But note that this state can be obtained in one query
to the quantum oracle

|z〉|0〉 	→ |z〉∣∣π−1(z)
〉∣∣f

(
π−1(z)

)〉
, (7)

where we denoted z = π(x) and permuted the registers. Hence, the complexity of
the tester using the oracle in (6) is at least the complexity of the tester using the
oracle in (7), which is the standard quantum oracle corresponding to a function

z 	→
(
π−1(z), f

(
π−1(z)

))
.

Note that the problem of testing juntas using the oracle from (7) is sym-
metric with respect to the permutations of z because the permutation π can be
arbitrary. By [6], a quantum algorithm for a symmetric function can obtain at
most a cubic improvement compared to a randomised algorithm with access to
the oracle. However, for a random π, access to this oracle is equivalent to uni-
form classical examples of the function f . Hence, the algorithm requires 2Ω(k)

samples by Lemma 8.

5 Discussion

We have constructed a quantum algorithm with complexity O(k/ε), which gives
a quadratic improvement in terms of k when compared to [10]. In the algorithm,
we assume we only have classical access to D. It is also possible to have a quantum
sampler from D, that is, an oracle of the form

|0〉 	→
∑

x∈{0,1}n

√
Dx|x〉|ψx〉,

where Dx is the probability of x in D, and ψx are some arbitrary unknown
normalized quantum states. (Note that because of the unknown ψx, this is a
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weaker model of access than the quantum samplers we defined in Sect. 2.) In
this case, it is possible to apply quantum amplitude amplification to the Gener-
ateCube subroutine. The complexity of the subroutine becomes O(1/

√
ε), and

the complexity of the whole algorithm becomes O(k/
√

ε).
So far, it is unclear whether the complexity of our quantum algorithm. In

principle, it is not excluded that there exists a quantum algorithm with com-
plexity Õ(

√
k/ε).

Acknowledgements. I am thankful to Srinivasan Arunachalam and Ronald de Wolf
for helpful discussions about this problem.
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Abstract. An online Ramsey game is a game between Builder and
Painter, alternating in turns. They are given a fixed graph H and a
an infinite set of independent vertices G. In each round Builder draws a
new edge in G and Painter colors it either red or blue. Builder wins if
after some finite round there is a monochromatic copy of the graph H,
otherwise Painter wins. The online Ramsey number r̃(H) is the minimum
number of rounds such that Builder can force a monochromatic copy of H
in G. This is an analogy to the size-Ramsey number r(H) defined as the
minimum number such that there exists graph G with r(H) edges where
for any edge two-coloring G contains a monochromatic copy of H. In this
extended abstract, we introduce the concept of induced online Ramsey
numbers: the induced online Ramsey number r̃ind(H) is the minimum
number of rounds Builder can force an induced monochromatic copy of
H in G. We prove asymptotically tight bounds on the induced online
Ramsey numbers of paths, cycles and two families of trees. Moreover, we
provide a result analogous to Conlon [On-line Ramsey Numbers, SIAM
J. Discr. Math. 2009], showing that there is an infinite family of trees
T1, T2, . . . , |Ti| < |Ti+1| for i ≥ 1, such that

lim
i→∞

r̃(Ti)

r(Ti)
= 0.

1 Introduction

For a graph H, the Ramsey number r(H) is the smallest integer n such that
in any two-coloring of edges of the complete graph Kn, there is a monochro-
matic copy of H. The size-Ramsey number r(H), introduced by Erdős, Faudree,
Rousseau, and Schelp [7], is the smallest integer m such that there exists a graph
G with m edges such that for any two-coloring of the edges of G one will always
find a monochromatic copy of H.
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There are many interesting variants of the usual Ramsey function. One
important concept is the induced Ramsey number rind(H), which is the small-
est integer n for which there is a graph G on n vertices such that every edge
two-coloring of G contains an induced monochromatic copy of H. Erdős [8] con-
jectured the existence of a constant c such that every graph H with n vertices
satisfies rind(H) ≤ 2cn, which would be best possible. In 2012, Conlon, Fox and
Sudakov [5] proved that there is a constant c such that every graph H with
n vertices satisfies rind(H) ≤ 2cn log n. The proof uses a construction of explicit
pseudorandom graphs, as opposed to random graph construction techniques used
by previous attempts. For more on the topic see the excellent review by Conlon,
Fox, and Sudakov [6].

The induced size-Ramsey number rind(H) is an analog of the size-Ramsey
number: we define rind(H) as the smallest integer m such that there exists a
graph G with m edges such that for any two-coloring of the edges of G there
is always a monochromatic copy of H. In 1983, Beck [1], using probabilistic
methods, proved the surprising fact that r̃(Pn) ≤ cn, where Pn is a path of
length n and c is an absolute constant. An even more surprising result came
by Haxell, Kohayakawa, and �Luczak [10], who studied the induced size-Ramsey
number of cycles showing that rind(Cn) = O(n). However, the proof uses random
graph techniques and regularity lemma and does not provide any reasonably
small multiplicative constant.

In this extended abstract, we study the online variant of size Ramsey number
which was introduced independently by Beck [3] and Kurek and Ruciński [11].
The best way to define it is in term of a game between two players, Builder and
Painter. An infinite set of vertices is given, in each round Builder draws a new
edge and immediately it is colored by Painter in either red or blue. The goal of
Builder is to force Painter to obtain a monochromatic copy of a fixed graph H
(called target graph). The minimum number of edges which Builder must draw
in order to obtain such monochromatic copy of H, assuming optimal strategy
of Painter, is known as the online Ramsey number r̃(H). The graph G, which is
being built by Builder, is called background graph. The online Ramsey number
is guaranteed to exist because Builder can simply create a big complete graph
Kr(H), which by Ramsey theorem trivially contains a monochromatic copy of H.

The winning condition for Builder is to obtain a copy of the target graph H.
However, there are more different notions of “being a copy”. This leads us to
the following two definitions.

– The online Ramsey number r̃(H) is the minimum number of rounds of the
Builder-Painter game Builder has a strategy to obtain a monochromatic sub-
graph H.

– The (strongly) induced online Ramsey number r̃ind(H) is the minimum num-
ber of rounds of the Builder-Painter game such that Builder has a strategy
to obtain a monochromatic induced subgraph H in G.

If there is no strategy of Builder to obtain the copy of H, we define the respective
number as ∞.
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Note that for any graph H we have r̃(H) ≤ r̃ind(H). Also, note that the
induced online Ramsey numbers provide lower bounds on the induced size-
Ramsey numbers.

In 2008 Grytczuk, Kierstead and Pra�lat [9] studied the online Ramsey number
of paths, obtaining r̃(Pn) ≤ 4n − 3, where Pn is a path with n edges, providing
an interesting counterpart to the result of Beck [1]. Also, the result by Haxell,
Kohayakawa, and �Luczak [10] on induced size-Ramsey number of cycles naturally
bounds the online version as well, but with no reasonable multiplicative constant.

In this extended abstract, we study the induced online Ramsey number of
paths, cycles, and trees. The summary of the results for paths and cycles is as
follows.

Theorem 1. Let Pn denote the path of length n and let Cn denote a cycle with
n vertices. Then

– r̃ind(Pn) ≤ 28n − 27,
– r̃ind(Cn) ≤ 367n − 27 for even n,
– r̃ind(Cn) ≤ 735n − 27 for odd n.

A spider σk,� is a union of k paths of length � sharing exactly one common
endpoint. We further show that r̃ind(σk,�) = Θ(k2�) and r̃(σk,�) = Θ(k2�).

Although we know that r̃(H) ≤ r(H), it is a challenging task to identify
classes of graphs for which there is an asymptotic gap between both numbers.
For complete graphs, Chvátal observed (see [7]) that r(Kt) =

(

r(Kt)
2

)

. The basic
question, attributed to Rödl (see [11]), is to show limt→∞ r̃(Kt)/r(Kt), or put
differently, to show that r̃(Kt) = o(

(

r(Kt)
2

)

). This conjecture remains open, but
in 2009 Conlon [4] showed there exists c > 1 such that for infinitely many t,

r̃(Kt) ≤ c−t

(

r(Kt)
2

)

.

In this extended abstract we contribute to this topic by showing that there is an
infinite family of trees T1, T2, . . . , with |Ti| < |Ti+1| for i ≥ 1, such that

lim
i→∞

r̃(Ti)
r(Ti)

= 0,

thus exhibiting the desired asymptotic gap. In fact, we prove a stronger state-
ment, exhibiting the asymptotic gap even for the induced online Ramsey number.

2 Induced Paths

In this section we present an upper bound on the induced online Ramsey number
of paths.

Theorem 2. Let Pn be a path of length n. Then r̃ind(Pn) ≤ 28n − 27.
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Proof. First we build the set I of 2(7n−7)−1 isolated edges, then at least 7n−7
have the same color, we say this color is abundant in I.

Let R0 and B0 be the initial paths of lengths 0. In s-th step we have a red
induced path Rs = (r0, {r0, r1}, r1, . . . , rr) of length r and a blue induced path
Bs = (b0, {b0, b1}, b1, . . . , bb) of length b. We denote the concatenation of paths
A and B by A ∪ B. The removal of vertices and incident edges is denoted by
A \ {v}. We define the potential of s-th step ps = 3a + 4o where a is the length
of the path in color which is abundant in I and o is the length of path in the
other color. Further, we show that we are able to maintain the invariant that
there are no edges between the Rs and Bs and that ps+1 > ps.

Assume without loss of generality that the blue edges are abundant in I.
Let g = {x, y} be an unused blue edge from the set I. One step of Builder is
as follows. Builder creates an edge e = {rr, bb}. If Painter colored e red then
Builder creates an edge f = {bb, x}, however if e is blue then Builder creates
f = {rr, x}.

Depending on how the e and f edges were colored we end up with four
different scenarios. These different cases are also depicted in Fig. 1.

(Bs+1, Rs+1) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

(

Bs ∪ (e, rr, f, x, g, y), Rs \ {rr, rr−1}
)

if e and f are blue
(

Bs \ {bb}, Rs ∪ (f, x)
)

if e is blue and f is red
(

Bs ∪ (f, x, g, y), Rs \ {rr}
)

if e is red and f is blue
(

Bs \ {bb, bb−1}, Rs ∪ (e, bb, f, x)
)

if e and f are red

ps+1 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

3
(|Bs| + 3

)

+ 4
(|Rs| − 2

)

= ps + 1 if e and f are blue

3
(|Bs| − 1

)

+ 4
(|Rs| + 1

)

= ps + 1 if e is blue and f is red

3
(|Bs| + 2

)

+ 4
(|Rs| − 1

)

= ps + 2 if e is red and f is blue

3
(|Bs| − 2

)

+ 4
(|Rs| + 2

)

= ps + 2 if e and f are red

We obtain a pair of paths Bs+1, Rs+1 such that ps+1 > ps and invariant holds.
The maximum potential for which Builder did not win yet is ps = 7n − 7.

Therefore there are no more than 7n − 6 steps to finish one monochromatic
induced path of length n. To create the initial set I Builder creates 2(7n−7)−1
isolated edges. In each step, Builder creates two edges. The total number of edges
created by Builder is no more than 2(7n − 6) + 2(7n − 7) − 1 = 28n − 27. ��

Note that the initial edges each span 2 vertices and in each step only the first
edge can lead to a new vertex. This gives us bound on the number of vertices used
in creating an induced path Pn to be at most 2

(

2(7n−7)−1
)

+7n−6 = 35n−36.

3 Cycles and Induced Cycles

In this section, we present a constructive upper bound on the online Ramsey
number of cycles r̃(Cn) and induced cycles r̃ind(Cn).

Theorem 3. Let Cn be a cycle on n vertices, where n is even. Then, r̃ind(Cn) ≤
367n − 27.
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bb rr

x

y

g

Bs Rs

e

f f

Fig. 1. One step in creating an induced monochromatic Pn (Color figure online)

Proof. First, Builder obtains disjoint paths ρ1, ρ2, . . . , ρ9 of length 4n/3 − 1 and
one path ρ10 of length n − 2. Instead of using Theorem 2 to create these paths
separately it is more efficient to create a P13n using at most 28(13n) − 27 edges
and define paths ρ1, ρ2, . . . , ρ10 as an induced subgraph of P13n. Let the P13n be
without loss of generality red. Let ρi,j denote the j-th vertex of ρi.

Builder will create a red Cn using ρ1, ρ2, . . . , ρ10 or three blue paths of length
n/2 starting in u and ending in either ρ10,1 or ρ10,n−1. These three paths starting
in the same vertex and two of them sharing a common endpoint will form a blue
Cn. Each blue path will go through a separate triple of paths from ρ1, ρ2, . . . , ρ9
and alternate between them with each added vertex.

Let us run the following procedure three times – once for each k ∈ {1, 2, 3}.
Let p = ρ3k−2, q = ρ3k−1 and r = ρ3k. Let us define cyclic order of these paths
to be p, q, r, p which defines a natural successor for each path. Builder does the
following three steps, which are also depicted in Fig. 2.

1. Create edges {u, p1} and {u, pn−1}. If both of these edges are red Builder
wins immediately. If that is not the case then at least one edge {u, v1} where
v1 ∈ {p1, pn−1} is blue.

2. Now for i from 1 to n/2 − 1 we do as follows:
– Let j := 2	i/3
. Let t ∈ {p, q, r} such that vi ∈ t and set s to be the

successor of t.
– We create edges {vi, sj+1} and {vi, sj+n−1}. If both are red Builder wins,

otherwise take an edge {vi, vi+1} where vi+1 ∈ {sj+1, sj+n−1} is blue.
3. Finish the path (u, v1, v2, . . . , vn/2−1) by creating edges {vn/2−1, ρ10,1} and

{vn/2−1, ρ10,n−1}. Again if both edges are red, Builder wins immediately.
Otherwise, Builder creates a blue path from u to ρ10,1 or to ρ10,n−1.



On Induced Online Ramsey Number of Paths, Cycles, and Trees 65

u

p

q

r

ρ10

Fig. 2. Creation of ρn/2 for n = 18.

If the final circle is red then it is induced because the initial path is induced
and we neither create edges connecting two vertices of ρk to itself, nor edges
connecting vi to any vertices between endpoints of the cycle. If the blue cycle
is created it is induced because we use only odd vertices on ρ1, ρ2, . . . , ρ9 for
creating the three blue paths and no edges are created between vertices which
are further than 1 apart on these blue paths.

Note that the length of paths ρ1, ρ2, . . . , ρ9 is sufficient because they need to
be at least 2

⌊n/2−1
3

⌋

+ (n − 2) ≤ 4n−8
3 ≤ 4n/3 − 1.

By Theorem 2 we can create the initial induced P13n in 28(13n)−27 rounds.
There are at most 3n additional edges, hence r̃(Cn) ≤ 367n − 27. ��
Theorem 4. Let Cn be a cycle on n vertices, where n is odd. Then r̃ind(Cn) ≤
r̃ind(C2n) + n ≤ 735n − 27.

Proof. First, we create a monochromatic cycle C2n. Assume without loss of gen-
erality that this cycle is blue. Let c0, c1, . . . , c2n−1 denote vertices on the C2n in
the natural order and let ci for any i ≥ 2n denote vertex cj , j = i mod 2n. We
join two vertices which lie n − 1 apart on the even cycle by creating an edge
{c0, cn−1}. If the edge is blue it forms a blue Cn with part of the blue even cycle
(see Fig. 3). If the edge is red we can continue and create an edge {cn−1, c2(n−1)}
and use the same argument. This procedure can be repeated n times finishing
with the edge {c(n−1)(n−1), cn(n−1)} where cn(n−1) = c0 because n − 1 is even.

Let E be all the new red edges we just created, i.e., E =
{{ci, ci+n−1} | i ∈ J

}

where J =
{

j(n − 1) | j ∈ {0, 1, . . . , n − 1}}

. Since gcd(n − 1, 2n) = 2 it follows
that the edges of E complete a cycle C

′
n =

({c0, c2, . . . , c2n−2}, E
)

(see Fig. 3).
Since the C2n is induced then it follows trivially that the target Cn will be

induced as well.
We used Theorem 3 to create an even cycle C2n. Then we added n edges to

form the C
′
. This gives us an upper bound for induced odd cycles r̃ind(Cn) ≤

r̃ind(C2n) + n ≤ 735n − 27. ��
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Fig. 3. Final step of building C9 (Color figure online)

Non-induced Cycles

Although the induced cycle strategies are asymptotically tight we can get
better constants for the non-induced cycles. For even cycles, we can use the non-
induced path strategy to create the initial P17n/2 in 4(17n/2) − 3 rounds. Then
we add 3n/2 edges in the similar fashion as for the induced cycles however we
can squeeze them more tightly as depicted in the Fig. 4.

. . .

. . .

. . .

. . .

. . .

Fig. 4. More efficient construction for even non-induced cycles.

Using this method the paths ρ1, ρ2, . . . , ρ6 need only 5n/4 vertices each, there-
fore the initial path P17n/2 is sufficient. This gives us r̃(Cn) ≤ 71n/2−3 for even n
which directly translates to odd cycles and gives us r̃(Cn) ≤ r̃(C2n)+n ≤ 72n−3
for odd n.

4 Tight Bounds for a Family of Trees

We first prove a general lower bound for the online Ramsey number of graphs.
It will be used to show the tightness of bounds in this section.

Lemma 1. The r̃(H) is at least VC(H)
(

Δ(H) − 1
)

/2 + |E(H)| where VC(H)
is the vertex cover and Δ(H) is the highest vertex degree in H and |E(H)| is the
number of edges.
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Proof. Let degb(v) be the number of blue edges incident to the vertex v. Let us
define the Painter’s strategy against the target graph H as:

1. if both incident vertices have degb < Δ(H) − 1 then color the edge blue,
2. otherwise color the edge red.

It is clear that Builder cannot create H in blue color because the blue graph can
contain only vertices with degree at most Δ(H) − 1. To obtain a red edge it has
to have at least one incident vertex with high blue degree. The minimal number
of vertices with high blue degree which are required to complete H is the vertex
cover of H, therefore, Builder has to create at least VC(H)(Δ(H) − 1)/2 blue
edges. Then Builder has to create at least |E(H)| edges to complete the target
graph in red color. ��

Let us define a spider σk,� for k ≥ 3 and � ≥ 2 as a union of k paths of
length � that share exactly one common endpoint. Let a center of σk,� denote
the only vertex with degree equal to k.

In the following theorem we obtain an upper bound on r̃(σk,�) that asymp-
totically matches the lower bound from Lemma 1.

Theorem 5. r̃ind(σk,�) = Θ(k2�).

Proof. We describe Builder’s strategy for obtaining an induced monochromatic
σk,�. We start by creating an induced monochromatic path of length k2(2� + 1)
which is without loss of generality blue. This path contains k2 copies of P2� as an
induced subgraph. Let Pi,j denote the j-th vertex on path Pi. Let P1,P2, . . . ,Pk

be k sets where each contains k disjoint induced paths. Let u be a previously
unused vertex. Now for each P

j we do the following procedure:

1. Let {P 1, P 2, . . . , P k} = P
j .

2. Create edges
{{u,w} | w ∈ {P 1

1 , P 2
1 , . . . , P k

1 }}

. If there are k blue edges there
is a σk,� with the center in u. If that is not the case there is at least one red
edge e1 = {u, v1} where v1 ∈ {P 1

1 , P 2
1 , . . . , P k

1 }.
3. For i from 2 to � we do as follows.

– For vi−1 ∈ P z create edges
{{vi−1, w} | w ∈ {P 1

i , P 2
i , . . . , P k

i } − P z
i

}

. If
all of these edges are blue we have a σk,� with the center in vi−1, otherwise
there is a red edge {vi−1, vi} where vi ∈ {P 1

i , P 2
i , . . . , P k

i }.
4. We obtained a red induced path Lj =

(

u, {u, v1}, . . . , v�
)

.

If all iterations end up in obtaining a path Lj (see Fig. 5) we have k induced
paths of length � which all start in u and together they form a σk,� with the
center in u.

We built a path Pk2(2�+1) using Theorem 2 using at most 28
(

k2(2� + 1)
) −

27 edges. During iterations, we created at most k�(k − 1) edges. Therefore we
either got a blue σk,� during the process or a red σk,� after using no more than
r̃ind(σk,�) ≤ 57k2� + 28k2 − k� − 27 = O(k2�) rounds.

The lower bound of Lemma 1 gives us Ω(k2�) therefore the r̃ind(σk,�) =
Θ(k2�). ��
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u

Fig. 5. Building one red leg of a spider σ4,5. (Color figure online)

We can get the bound on non-induced spiders in a similar way, however, we
can use several tricks to get a bound which is not far from the lower bound.

Theorem 6. r̃(σk,�) ≤ k2� + 15k� + 2k − 12 = O(k2�).

Proof. We create a path P4k� using strategy by Grytczuk et al. [9] in 4(4k�) − 3
rounds and split it into 2k paths of length 2�. We follow the same strategy as in
the induced case, however, we work over the same set of paths in all iterations
and we exclude those vertices which are already used by some path. Choosing
2k paths guarantees that we have big enough set even for the last iteration.
We create 2k edges from u and then we use k�(k − 1) to create the red paths.
We either get a blue σk,� in the process or a red σk,� after using no more than
k2� + 15k� + 2k − 12 rounds. ��

5 Family of Induced Trees with an Asymptotic Gap

In 2009 Conlon [4] showed that the online Ramsey number and the size-Ramsey
number differ asymptotically for an infinite number of cliques. In this section,
we present a family of trees which exhibit the same property, i.e., their induced
online Ramsey number and size-Ramsey number differ asymptotically.

Definition 1. Let the centipede Sk,� be a tree consisting of a path P� of length �
where each of its vertices is center of star Sk, i.e., a thorn-regular caterpillar.

Note that Sk,� has (k + 1)(� + 1) vertices and its maximum degree is k + 2.
We will show that Sk,� exhibits small induced online Ramsey number.

Theorem 7. r̃ind(Sk,�) ≤ 426k� − 442k + 308� − 295 = O(k�).

The proof of Theorem 7 was omitted from this extended abstract.
The proof uses the potential method to bound the number of created edges.

We proceed in steps where each step either makes the centipede longer or we get
a vertex which has k incident edges in both colors (so-called colorful star). When
the potential reaches a certain threshold we either get sufficiently long centipede
or enough of the colorful stars to run the induced path strategy, which enforces
an induced monochromatic centipede.

Due to Beck [2] we have a lower bound for trees T which is r(T ) ≥ β(T )/4
where β(T ) is defined as

β(T ) = |T0|Δ(T0) + |T1|Δ(T1),
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where T0 and T1 are partitions of the unique bipartitioning of the tree T . The
β for our family of trees is β(Sk,�) ≈ (�/2 + k�/2) (k + 2) = Θ(k2�), which gives
us the lower bound on size-Ramsey number r(Sk,�) = Ω(k2�).

Since by Theorem 7 we have r̃(Sk,�) ≤ r̃ind(Sk,�) = O(k�) the online Ramsey
number for Sk,� is asymptotically smaller than its size-Ramsey number.

Corollary 1. There is an infinite sequence of trees T1, T2, . . . such that |Ti| <
|Ti+1| for each i ≥ 1 and

lim
i→∞

r̃(Ti)
r(Ti)

= 0.

Acknowledgments. We would like to thank our colleagues Jǐŕı Fiala, Pavel Veselý
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Abstract. In many applications of data science and machine learn-
ing data is represented by large matrices. Fast and accurate analysis of
such matrices is a challenging task that is of paramount importance for
the aforementioned applications. Randomized numerical linear algebra
(RNLA) is an popular area of research that often provides such fast and
accurate algorithmic methods for massive matrix computations. Many
critical problems in RNLA boil down to approximating spectral functions
and one of the most fundamental examples of such spectral functions is
Schatten p norm. The p-th Schatten norm for matrix A ∈ Rn1×n2 is
defined as the lp norm of a vector comprised of singular values of matrix
A, i.e.,

‖A‖p =

⎛
⎝

min (n1,n2)∑
i=1

|σi(A)|p
⎞
⎠

1/p

,

where σi(A) is the i-th singular value of A.
In this paper we consider symmetric, positive semidefinite (SPSD)

matrix A and present an algorithm for computing the p-Schatten norm
‖A‖p. Our methods are simple and easy to implement and can be extended
to general matrices. Our algorithms improve, for a range of parameters,
recent results of Musco, Netrapalli, Sidford, Ubaru and Woodruff (ITCS
2018), e.g., for p > 2 and sufficiently small values of ε.
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1 Introduction

In many applications of data science and machine learning data is represented by
large matrices. Fast and accurate analysis of such matrices is a challenging task
that is of paramount importance for the aforementioned applications. Random-
ized numerical linear algebra (RNLA) is an popular area of research that often
provides such fast and accurate algorithmic methods for massive matrix compu-
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This research was supported in part by NSF CAREER grant 1652257, ONR Award
N00014-18-1-2364, and the Lifelong Learning Machines program from DARPA/MTO.

c© Springer Nature Switzerland AG 2019
R. van Bevern and G. Kucherov (Eds.): CSR 2019, LNCS 11532, pp. 70–79, 2019.
https://doi.org/10.1007/978-3-030-19955-5_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19955-5_7&domain=pdf
https://doi.org/10.1007/978-3-030-19955-5_7


Approximations of Schatten Norms via Taylor Expansions 71

functions and one of the most fundamental examples of such spectral functions
is Schatten p norm. The p-th Schatten norm for matrix A ∈ Rn1×n2 is defined
as the lp norm of a vector comprised of singular values of matrix A, i.e.,

‖A‖p =

⎛
⎝

min (n1,n2)∑
i=1

|σi(A)|p
⎞
⎠

1/p

,

where σi(A) is the i-th singular value of A.

1.1 Our Results

In this paper we consider symmetric, positive semidefinite (SPSD) matrix A
and present an algorithm for computing ‖A‖p. Our method can be seen as a
combination of Taylor expansion of function (1 − x)p combined with the well-
known Hutchinson estimator [3] for trace estimation defined in Eq. (9). The key
observation is that for the first m terms in the expansion, for sufficiently large m,
the corresponding matrix polynomial is SPSD and thus the Hutchinson method
is applicable. It is well known that for SPSD matrix A, ‖A‖p

p = tr Ap and thus,
our algorithms provide multiplicative approximations for ‖A‖p

p. Thus we obtain:

Theorem 1. Let A ∈ Rn×n be an SPSD matrix and let y be the output of
Algorithm2 on input A, ε, δ. Then, with probability at least 1 − δ, we have:

∣∣‖A‖p
p − y

∣∣ ≤ ε‖A‖p
p.

If we use Algorithm1 to compute the Hutchinson estimator Ht and Lemma 1
to compute a 6-approximation of the largest eigenvalue λ1(A) then the running
time of Algorithm2 is

O

([
γ(p)

ε2+1/p
n1/pnnz(A) + n log n

]
log

1
δ

)
,

where

γ(p) =
c(p)
p

1/p

(1 + 6p)2, (1)

and c(p) is given in (16).

Our methods can be extended to general matrices. Indeed, to compute ‖B‖p

for matrix B, one can apply our methods to SPSD matrix BT B and note that
‖B‖p = ‖BT B‖1/2

p/2. In AppendixA we describe, for completeness, a trivial exten-
sion of Hutchinson estimator to the matrix BT B. Thus, we obtain:

Corollary 1. Let B ∈ Rl×n be a matrix with l ≥ n. There exists an algorithm
that, on input B, ε, δ, outputs y such that, with probability at least 1−δ, we have:

∣∣‖B‖p
p − y

∣∣ ≤ ε‖B‖p
p.

The running time of the algorithm is

O

([
γ(p/2)
ε2+2/p

n2/pnnz(B) + n log n

]
log

1
δ

)
.
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1.2 Related Work

Musco, Netrapalli, Sidford, Ubaru and Woodruff [5] (see also the full version in [4])
provided a general approach for approximating spectral functions that works for
general matrices. Below we state the results from [5] for Schatten norms.

Theorem 2. ([4,5], Theorem 32, Schatten p-norms, p ≥ 2, for sparse matrices)
For any p ≥ 2, and A ∈ Rn×n there is an algorithm returning X ∈ (1 ± ε)‖A‖p

p

with high probability in time1

Õ
( p

ε3

√
nnz(A)nds(A)

)

or
Õ

( p

ε3

[
nnz(A)n

1
p+1 + n1+ 2

p+1

])
,

where ds(A) denotes the maximum number of non-zero entries in any row of A.

Theorem 3. ([4,5], Theorem 33, Schatten p-norms, p ≤ 2, for sparse matrices)
For any p ∈ (0, 2], and A ∈ Rn×n there is an algorithm returning X ∈ (1±ε)‖A‖p

p

with high probability in time

Õ

(
1

p3εmax{3,1/p}

[
nnz(A)n

1/p−1/2
1/p+1/2

√
γs +

√
nnz(A)n

4/p−1
2/p+1

])

or

Õ

(
1

p3εmax{3,1/p}

[
nnz(A)n

1
p+1 + n1+ 2

p+1

])
,

where γs = ds(A)n
nnz(A) ≥ 1, and ds(A) denotes the maximum number of non-zero

entries in any row of A.

Our result in Corollary 1 improves the bounds in [4,5] for a range of param-
eters, e.g., when ds(A) = Θ(n), p > 2 and ε = o

(
n

1
p−2 ( 1

p(p+1)−2)
)
.

Han, Malioutov, Avron, and Shin [2] use general Chebyshev polynomials to
approximate a wide class of spectral functions. Ubaru, Chen, and Saad [7], use
Lanczos algorithm to estimate analytic spectral functions on symmetric positive
definite matrices. The methods in [2,7] work for invertible matrices and the
running time depends on condition number κ. In contrast, our algorithm does
not depend on κ and works for arbitrary matrices.

Our work has been inspired by the approach of Boutsidis, Drineas, Kambadur,
Kontopoulou, and Zouzias [1] that uses Taylor expansion for log(1+x) to approx-
imate the log determinant. The coefficients of this expansion have the same sign
and thus the Hutchinson estimator [3] can be applied to each partial sum of this
expansion. This is not the case for the Taylor expansion of (1−x)p. The key idea of
our approach is to find m such that a constant minus the partial sum of the first m
terms is positive. Thus, we can apply the Hutchinson estimator to the correspond-
ing matrix polynomial.
1 Here Õ is used to hide polylogarithmic in n factors.
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1.3 Roadmap

In Sect. 1.4 we introduce necessary notations. Section 3 provides a Hutchinson
estimator for a special matrix polynomial that will be used in our algorithms.
Section 4 describes our main algorithm for approximating ‖A‖p

p. Section 2 con-
tains necessary technical claims. In Appendix A we describe, for completeness,
a trivial extension of Hutchinson estimator to handle general matrices.

1.4 Notations

We use the following symbols: [x] be the integer part of x,
(

p

k

)
=

p(p − 1) . . . (p − k + 1)
k!

, k ≥ 2,

(
p

1

)
= p. (2)

We use log x to denote the natural logarithm and dedicate lower case Latin
letters for constants and real variables and upper case Latin letters for matrices.
Consider the Taylor expansion

(1 − x)p = 1 +
∞∑

k=1

(
p

k

)
(−1)kxk, −1 < x < 1. (3)

Denote

h(x) =
∞∑

k=1

(−1)k−1

(
p

k

)
xk. (4)

It follows from (3) that for |x| < 1:

1 − (1 − x)p = h(x). (5)

Denote

hm(x) =
∞∑

k=m+1

(−1)k−1

(
p

k

)
xk, (6)

and

h̃m(x) =
m∑

k=1

(−1)k−1

(
p

k

)
xk. (7)

According to (5),

1 − (1 − x)p = h(x) = h̃m(x) + hm(x). (8)

Denote by Ht be the Hutchinson estimator [3] for the trace:

Ht(X) =
1
t

t∑
i=1

gT
i Xgi, (9)

where g1, . . . , gt ∈ Rn are i.i.d. vectors whose entries are independent
Rademacher variables. Note that Ht(In) = n. We will be using the following
well-known results.
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Theorem 4. (Roosta-Khorasani and Ascher [6], Theorem 1) Let Y ∈ Rn×n be
an SPSD matrix. Let t > 8

ε2 log 1
δ . Then, with probability at least 1 − δ:

|Ht(Y ) − tr Y | ≤ ε tr Y. (10)

Lemma 1. (Boutsidis, Drineas, Kambadur, Kontopoulou, and Zouzias [1],
Lemma 3) Let A be a symmetric positive semidefinite matrix. There exists an
algorithm that runs in time O((n+nnz(A)) log n log 1

δ ) and outputs α such that,
with probability at least 1 − δ:

1
6
λ1(A) ≤ α ≤ λ1(A).

2 Technical Lemmas

Lemma 2. There exists a constant c(p), (defined in (16)), that depends only on
p, such that ∣∣∣∣

(
p

k

)∣∣∣∣ ≤ c(p)(k + 1)−(p+1),

for any k > [p] + 1.

Proof. Denote

c1(p) =
{∏[p]

i=1

∣∣p−i+1
i

∣∣ , p > 1, 1, 0 ≤ p ≤ 1. (11)

If i > [p] + 1 then
∣∣p−i+1

i

∣∣ = 1 − p+1
i . Thus, for k > [p] + 1:

∣∣∣∣
(

p

k

)∣∣∣∣ = c1(p)
p − [p]
[p] + 1

k∏
i=[p]+2

(
1 − p + 1

i

)
. (12)

Since 0 < 1 − x < e−x for 0 < x < 1 and p−[p]
[p]+1 < 1, we have:

∣∣∣∣
(

p

k

)∣∣∣∣ ≤ c1(p) exp

⎛
⎝−(1 + p)

k∑
i=[p]+2

1
i

⎞
⎠ . (13)

Further, it is known from Langrange formula that 1
i ≥ ln(i + 1) − ln i and

thus
k∑

i=[p]+2

1
i

≥
k∑

i=[p]+2

(ln(i + 1) − ln i) = ln(k + 1) − ln([p] + 2). (14)

From here and (13) we obtain
∣∣∣∣
(

p

k

)∣∣∣∣ ≤ c1(p) exp (−(1 + p)(ln(k + 1) − ln([p] + 2)))

= c1(p)(2 + [p])p+1(k + 1)−(p+1). (15)
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Denote
c(p) = c1(p)(2 + [p])p+1, (16)

where c1(p) is defined in (11). The lemma follows.

Lemma 3. For m > [p] + 1 and |x| ≤ 1:

|hm(x)| ≤ c(p)
p

|x|m+1(m + 1)−p.

Proof. We have:

|hm(x)| ≤
∞∑

k=m+1

∣∣∣∣∣

(
p

k

)∣∣∣∣∣ |x|k ≤ |x|m+1
∞∑

k=m+1

∣∣∣∣∣

(
p

k

)∣∣∣∣∣ ≤ |x|m+1c(p)

∞∑
k=m+1

(k + 1)−(p+1),

where the first inequality follows from the definition of hm(x) in (6), the second
inequality follows since |x| ≤ 1 and the third inequality follows from Lemma2.
Let us estimate the last sum2. For any k ≤ x ≤ k + 1 we have (k + 1)−(p+1) ≤
x−(p+1). Integrating over [k, k + 1] we obtain

(k + 1)−(p+1) ≤
∫ k+1

k

x−(p+1)dx.

Thus
∞∑

k=m+1

(k + 1)−(p+1) ≤
∞∑

k=m+1

∫ k+1

k

x−(p+1)dx =
∫ ∞

m+1

x−(p+1)dx =
1
p
(m + 1)−p.

The lemma follows from here and the above bound.

Lemma 4. For any x ∈ [0, 1] and m > [p] + 1:

1 +
c(p)
p

(m + 1)−p − h̃m(x) ≥ (1 − x)p ≥ 0.

Proof. We have 1 − h̃m(x) = [1 − h(x)] + hm(x) = (1 − x)p + hm(x), and, by
Lemma 3, |hm(x)| ≤ c(p)

p (m + 1)−p. So 1 − h̃m(x) ≥ (1 − x)p − c(p)
p (m + 1)−p.

The lemma follows.

3 Hutchinson Estimator for h̃m(X)

The following simple algorithm computes Ht(h̃m(X)).

Theorem 5. Let X ∈ Rn×n be a matrix and let t ≥ 1 be an integer. Then the
output y of Algorithm 1 is Ht(h̃m(X)) and the running time of the algorithm is
O(t · nnz(X)).
2 This and some other bounds in this paper are well known and we include their proofs

for completeness.
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Algorithm 1
1: Input: Matrix X ∈ Rn×n, t ≥ 1, � h̃m is defined in (7)
2: Output: Ht(h̃m(X)).
3: Initialization:
4: Let g1, g2, . . . , gt ∈ {−1, +1}n be i.i.d. random vectors
5: whose entries are independent Rademacher variables.
6: for i = 1, 2, . . . , t do
7: v1 = Xgi, u1 = gT

i v1
8: a1 = p
9: S1

i = a1u1

10: for k = 2, . . . , m do
11: vk = Xvk−1

12: uk = gT
i vk

13: ak = ak−1
p−(k−1)

k

14: Sk
i = Sk−1

i + (−1)k−1akuk

15: end for
16: end for
17: Return y = 1

t

∑t
i=1 Si.

Proof. For k = 1, . . . , m denote ak =
(

p
k

)
and note that ak = ak−1

p−(k−1)
k and

h̃m(X) =
∑m

k=1(−1)k−1akXk, by (7). Fix i ∈ {1, . . . , t} and note that after the
k-th iteration we have

uk = gT
i Xkgi, Sk

i = gT
i

⎛
⎝

k∑
j=1

(−1)j−1ajX
j

⎞
⎠ gi.

Thus, Sm
i = gT

i (h̃m(X))gi. Denote Y = h̃m(X); thus the algorithm outputs the
estimator y = 1

t

∑t
i=1 gT

i Y gi = Ht(h̃m(X)) and the theorem follows. The bound
on the running time follows from direct computations.

4 Main Algorithm

In this section we present our main algorithm and prove it’s correctness.

Algorithm 2
1: Input: SPSD Matrix A ∈ Rn×n, p ≥ 1, ε ∈ (0, 1), δ ∈ (0, 1).
2: Output: y such that, w.p. at least 1 − δ, (1 − ε)‖A‖p

p ≤ y ≤ (1 + ε)‖A‖p
p.

3: Initialization:

4: t > 8
ε2

log 2
δ
, m > max{7

(
4c(p)

p
n
ε

)1/p

, [p] + 1} � c(p) is given in (16)

5: Compute α such that λ1(A) ≤ α ≤ 6λ1(A). � Use the algorithm from Lemma 1.

6: Return y = αp
[
n − Ht(h̃m(In − α−1A))

]
. � Use Algorithm 1. h̃m is a function

given by (7).
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Proof (of Theorem 1). We have for x ∈ [0, 1], xp = [1−(1−x)]p = 1−h(1−x). Let
B be a SPSD matrix with λ1(B) ≤ 1. Denote C = In − B. Since λ1(B) ∈ [0, 1]
we have that C is also a SPSD matrix and

Bp = In − h(C). (17)

Denote βm = c(p)
p (m + 1)−p. Since m > [p] + 1 then, according to Lemma4

the matrix (1+βm)In − h̃m(C) is SPSD. So, we may apply estimator Ht to this
matrix. We also have

Bp = In−h(C) = In−h̃m(C)−hm(C) = [(βm+1)In−h̃m(C)]−[hm(C)+βmIn].

Because Ht(In) = n,
∣∣∣tr Bp −

[
n − Ht(h̃m(C))

]∣∣∣ =
∣∣∣tr Bp − Ht

[
(1 + βm)In − h̃m(C)

]
+ nβm

∣∣∣

≤
∣
∣
∣tr

[

(βm + 1)In − h̃m(C)
]

− Ht

[

(βm + 1)In − h̃m(C)
]∣
∣
∣+|tr(hm(C))|+2nβm = Δ1+Δ2+2nβm.

Below we will bound each Δ separately.

Bounding Δ1

According to Theorem 4 for t > 8
ε2 log(1/δ) we have with probability at least

1 − δ:

Δ1 ≤ εtr
[
(βm + 1)In − h̃m(C)

]
= εnβm + εtr

[
In − h̃m(C)

]

= εnβm + εtr [In − h(C)] + εtrhm(C) = εnβm + εtr Bp + εtr hm(C).

Bounding Δ2

Denoting λi = λi(B) we have, using Lemma 3:

|tr hm(C)| = |
n∑

i=1

hm(1 − λi)| ≤ c(p)

p

n∑

i=1

(1 − λi)
m+1(m + 1)−p ≤ c(p)

p
n(m + 1)−p = nβm.

The final bound for B

So,

Δ1 + Δ2 + 2nβm ≤ (2ε + 2)nβm + εtr Bp ≤ 4nβm + εtr Bp.

Thus, if nβm = 4c(p)
p n(m + 1)−p < ε, i.e., m >

(
4c(p)

p
n
ε

)1/p

then

∣∣∣tr Bp −
[
n − Ht(h̃m(C))

]∣∣∣ ≤ ε + εtr Bp,

with probability at least 1 − δ.
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Back to matrix A

Let α be the constant from Lemma 1 and B = A/α. Then tr Bp =
α−ptr Ap and C = In − B = In − A/α. Recall that ‖A‖p

p = tr Ap and

y = αp
[
n − Ht(h̃m(In − α−1A))

]
. So, from the above:

∣∣‖A‖p
p − y

∣∣ =
∣∣∣tr Ap − αp

[
n − Ht(h̃m(In − α−1A))

]∣∣∣ ≤ αpεtr Bp + αpε

≤ εtr Ap + ε(6λ1(A))p ≤ ε(1 + 6p)tr Ap = ε(1 + 6p)‖A‖p
p,

with probability at least 1 − 2δ. We obtain the result by substituting ε with
ε

(1+6p) , δ with δ
2 , and noting that (1 + 6p)1/p ≤ 7. The bound on the running

time follows from Theorem 5 and Lemma 1.

Acknowledgments. The author would like to thank anonymous reviewers and David
Woodruff for helpful comments.

A Extension of Hutchinson Estimator for h̃m(XT X)

To apply our methods to non-SPSD matrix X, it is necessary to apply
Algorithm 1 to SPSD matrix XT X. Algorithm 3 is a trivial extension of
Algorithm 1 that computes Ht(h̃m(XT X)). We include it here for completeness.

Algorithm 3
1: Input: Matrix X ∈ Rl×n, t ≥ 1, � h̃m is defined in (7)
2: Output: Ht(h̃m(XT X)).
3: Initialization:
4: Let g1, g2, . . . , gt ∈ {−1, +1}n be i.i.d. random vectors
5: whose entries are independent Rademacher variables.
6: for i = 1, 2, . . . , t do
7: w1 = Xgi, v1 = XT w1, u1 = gT

i v1
8: a1 = p
9: S1

i = a1u1

10: for k = 2, . . . , m do
11: wk = Xvk−1

12: vk = XT wk

13: uk = gT
i vk

14: ak = ak−1
p−(k−1)

k

15: Sk
i = Sk−1

i + (−1)k−1akuk

16: end for
17: end for
18: Return y = 1

t

∑t
i=1 Si.
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Theorem 6. Let X ∈ Rl×n be a matrix and let t ≥ 1 be an integer. Then the
output y of Algorithm3 is Ht(h̃m(XT X)) and the running time of the algorithm
is O(t · nnz(X)).

Proof. The proof follows directly from the proof of Theorem5 by noting that for
a fixed i and for all k, vk = (XT X)kgi and uk = gT

i (XT X)kgi. These claims can
be verified by induction on k. Indeed, the case k = 1 follows since

u1 = gT
i v1 = gT

i XT w1 = gT
i (XT X)gi,

and the case k > 1 follows since

uk = gT
i vk = gT

i XT wk = gT
i XT Xvk−1 = gT

i (XT X)kgi,

where the last equality follows by induction.
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Abstract. The isomorphism problem for groups, when the groups are
given by their Cayley tables is a well-studied problem. This problem
has been studied for various restricted classes of groups. Kavitha gave
a linear time isomorphism algorithm for abelian groups (JCSS 2007).
Although there are isomorphism algorithms for certain nonabelian group
classes, the complexities of those algorithms are usually super-linear. In
this paper, we design linear and nearly linear time isomorphism algo-
rithms for some nonabelian groups. More precisely,

• We design a linear time algorithm to factor Hamiltonian groups. This
allows us to obtain an O(n) algorithm for the isomorphism problem
of Hamiltonian groups, where n is the order of the groups.

• We design a nearly linear time algorithm to find a maximal abelian
factor of an input group. As a byproduct we obtain an Õ(n) isomor-
phism for groups that can be decomposed as a direct product of a
nonabelian group of bounded order and an abelian group, where n
is the order of the groups.

1 Introduction

Two groups (G, ·) and (H,×) are said to be isomorphic if there exists a bijective
function f : G −→ H, which is a homomorphism i.e. ∀a, b ∈ G, f(a · b) =
f(a) × f(b). The decision version of this problem is to check whether two input
groups (G, ·) and (H,×) are isomorphic or not. There are multiple ways in which
a group can be given as the input. Two of commonly used methods are by a
generating set and by the Cayley table. The complexity of the group isomorphism
problem varies with the input representation. In this paper we assume that input
groups are given by their Cayley tables unless stated otherwise explicitly.

It is not known whether the group isomorphism problem (GrISO) is in P. If it
is NP-complete then polynomial hierarchy collapses at the second level [4]. Tarjan
(see e.g., [14]) gave an nlog n+O(1) algorithm for GrISO. While this still remains
the best upper bound for the general group isomorphism problem, progress has
been made for restricted classes of groups. For solvable groups, Arvind and
Torán showed that the problem is in NP∩ co-NP under a reasonable complexity
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theoretic assumption [1]. Rosenbaum and Wagner gave a n1/2(log n)+O(1) algo-
rithm for the isomorphism problem of p-groups [17] and Rosenbaum gave an
n1/2(log n)+O(log n/ log log n) time algorithm for solvable groups [16].

The isomorphism problem for various restricted classes of groups has been
studied in the past [1,3,8,9,15,19,20]. Efficient polynomial time algorithms for
the isomorphism problem of abelian groups were designed by Savag [18], and
Vikas [20]. Kavitha gave a remarkable linear time algorithm for the isomorphism
problem of abelian groups [19]. Kavitha’s paper also provides us with a useful
tool for computing the orders of all the elements in any group in linear time.

Polynomial time algorithms have been designed for some classes of non-
abelian groups. For example, Le Gall designed an efficient algorithm for groups
consisting of a semidirect product of an abelian group with a cyclic group of
coprime order [7]. Later, Qiao, Sarma, and Tang gave a polynomial time algo-
rithm for the isomorphism problem of groups with normal Hall subgroups [15].
Babai, Codenotti and Qiao gave a polynomial time algorithm for the class of
groups with no normal abelian subgroups [2]. We believe that motivation behind
these results on the isomorphism problem of nonabelian groups was to enlarge
the family of group classes for which polynomial time algorithm is known. To
the best of our knowledge the runtime of these algorithms are superquadratic.

Our goal in this paper is to design linear or nearly linear time algorithm for
some nontrivial classes of nonabelian groups.

The isomorphism problem of nilpotent class 2 groups1 is not known to be in
polynomial time. A nonabelian group is Hamiltonian if all of its subgroups are
normal. These groups are nilpotent class 2 groups. We design an O(n) algorithm
for the recognition and the isomorphism problem of the Hamiltonian groups
where n is the size of the input groups.

A Hamiltonian group is a direct product of the quaternion group Q8 and an
abelian group with certain structure [5]. This motivates us to study the class of
groups that can be decomposed as a direct product of any arbitrary nonabelian
group of bounded order and an abelian group without any specific structure. We
design an Õ(n) algorithm for the recognition and the isomorphism problem of
such groups.

Kayal and Nezhmetdinov gave an algorithm to factorize an input group into
a direct product of indecomposable factors [12]. We note that this group fac-
torization algorithm combined with any of the polynomial time isomorphism
algorithms for abelian group gives us a polynomial time isomorphism test for
the group classes considered in this paper. However, direct application of the
result by Kayal and Nezhmetdinov only gives us superquadratic isomorphism
algorithms. One of the contributions of this paper is to use the structure of the
input groups to tweak and bypass some of the computation heavy steps of the
algorithm by Kayal et al. [12].

The main results of this paper are stated below.

Theorem 1. There exists an O(n) algorithm for the recognition and the isomor-
phism problem of Hamiltonian groups where n is the size of the input groups.
1 A group G is nilpotent class 2 if G/Z(G) is abelian.
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Theorem 2. There exists an Õ(n) algorithm for the recognition and the iso-
morphism problem of groups that can be decomposed as a direct product of a
nonabelian group of bounded order and an abelian group where n is the size of
the input groups.

2 Preliminaries

In this section, we describe some of the group-theoretic definitions and back-
ground used in the paper. For more details see [6,10,13,19]. For a group G, the
number of elements in G or the order of G is denoted by |G|. Let x ∈ G be an
element of group G, then ordG(x) denotes the order of the element x in G, which
is the smallest power i of x such that xi = e, where e is the identity element of
the group G.

For a subset S ⊆ G, 〈S〉 denotes the subgroup generated by the set S. For
a subgroup A ≤ G, the centralizer of A, denoted CG(A), is the set {g ∈ G |
ag = ga,∀a ∈ A}. The center Z(G) of group G is the subgroup with elements
{g ∈ G | ga = ag,∀a ∈ G}.

Given H ≤ G, the normal closure of H in G is the smallest normal subgroup
of G containing H and is denoted by 〈H〉G. The commutator subgroup [G,G]
of a group G is the subgroup 〈{xyx−1y−1 | ∀x, y ∈ G}〉.

Let G be a finite group and A,B be subgroups of G. Then G is a direct product
of A and B, denoted G = A × B, if (1) A � G and B � G, (2) |G| = |A||B|, (3)
A ∩ B = {e}. We say that a group G is decomposable if there exist nontrivial
subgroups A and B such that G = A×B and indecomposable otherwise. We say
that a subgroup A of G is a direct factor (or factor) of G if there exists another
subgroup B of G such that G = A × B and we will call B a direct complement
(or complement) of A.

The fundamental theorem for finitely generated abelian groups implies that
a finite group G can be decomposed as a direct product G = G1 ×G2 × . . .×Gt,
where each Gi is a cyclic group of order pj for some prime p and integer j ≥
1. If ai generates the cyclic group Gi for i = 1, 2, 3, . . . , t then the elements
a1, a2, . . . , at are called a basis of G. An elementary abelian p-group is an abelian
group in which every nontrivial element has order p. Chen and Fu [6], and
Karagiorgos and Poulakis [11] gave linear time algorithms for finding a basis of
abelian groups.

Theorem 3 (Remak-Krull-Schmidt, see e.g., [10]). Let G be a finite group.
If G = G1 × G2 × . . . × Gs and G = H1 × H2 × . . . × Ht with each Gi, Hj

indecomposable, then s = t and after reindexing Gi
∼= Hi for every i, and for

any r < t, G = G1 × . . . × Gr × Hr+1 × . . . × Ht.

A Remak-Krull-Schmidt decomposition of a group G is a decomposition such that
each direct factor of group G is indecomposable. The following lemma establishes
a relationship between two different decompositions of a group G in which one
of the factors is same.



Nearly Linear Time Isomorphism Algorithms 83

Lemma 1 ([12]). For a group G, suppose that G = H ×K. Then for a K ′ � G,
G = H × K ′ if and only if K ′ = {αφ(α) | α ∈ K}, where φ : K −→ Z(H) is a
homomorphism.

Model of Computation: Our model of computation is same as that of many of
the algorithms for groups given by Cayley table (e.g., [6,19]). It is a RAM model
where random access can be done in constant time. Each register and memory
unit can store O(log |G|) bits. The arithmetic, logic and comparison operations
on O(log |G|) bits take constant time. Unless stated otherwise we assume that
the elements of the group are encoded as 1, 2, . . . , |G|.

Nearly Linear Time Algorithms: A group theoretic algorithm is nearly linear
time if it has runtime O(|G| logO(1) |G|). We hide the logarithmic factor by using
the notation Õ(|G|). We list some useful nearly linear time algorithms for group
theoretic problems for groups given by their Cayley tables in the next lemma.
The ideas behind these results are either known as folklores or directly follows
from easy observations.

Lemma 2. 1. Given S ⊆ G, one can compute the elements of the subgroup 〈S〉
in O(|G| log |G|) time.

2. Finding an O(log |G|) sized generating set can be done in O(|G| log |G|) time.
3. For a group G the center Z(G) can be computed in O(|G| log |G|) time.
4. Given A ≤ G, one can check whether A � G in O(|G| log |G|) time.
5. Given two subgroups A and B of G, one can check whether G = A × B in

O(|G| log |G|) time.

Proof. We present a sketch of the proof for the statements 1 and 2 . The proof
for the other statements are easy.

Consider a directed graph X = (V,E), where V = G and E = {(g, gs)|g ∈
G, s ∈ S}. Let H = 〈S〉. Finding H amounts to computing the set R of vertices
reachable from the identity element e ∈ G. Notice that R is also a strongly
connected component with |H||S| edges. Thus, the runtime for computing the
strongly connected component is O(|H||S|). This proves (1 ) if |S| ≤ log |G|. We
use similar ideas as in the proof of 2 to handle the case when |S| > log |G|.
Hence, we first prove (2 ).

For 2 , we pick an element a ∈ G \ {e} and set S1 = {a}. The algorithm
keeps on computing sets S1, S2, . . . in stages as follows. At the ith stage we
have the set Si. If we discover G = 〈Si〉 we stop the algorithm and out-
put Si. Otherwise we pick g ∈ G \ 〈Si〉 and let Si+1 = Si ∪ {g}. Note that
2|〈Si〉| ≤ |〈Si+1〉| as 〈Si+1〉 contains the disjoint cosets 〈Si〉 and 〈Si〉g. Thus, if
the last set is Sr, then r ≤ log |G|. Let 〈Si〉 = Hi and ni = |Hi|. Computing Hi

via finding a suitable strongly connected component in a graph as mentioned
above takes time O(|Hi||Si|) = O(i|Hi|). Furthermore, we note that nr = |G|
and ni ≤ nr/2r−i. Thus, computing all the His together takes time O(

∑
i ini)

which is O(|G| log |G|). Finding an element g ∈ G \ 〈Si〉 takes time O(|G|) and
this too happens at most log |G| times. Thus, the runtime of the algorithm is
O(|G| log |G|).
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To complete the proof of 1 , we modify the algorithm for finding a logarithmic
sized generating set by setting S1 = {a} for any a ∈ S and then picking the new
elements g from S \ 〈Si〉 instead of G \ 〈Si〉.
Organization of the Paper: In Sect. 3 we give algorithms to compute quotient
groups in linear time. In Sect. 4 we discuss some nearly linear time algorithms
for finding complements of certain groups. This results are then used in Sects. 5
and 6.

3 Algorithms in Quotient Groups

Suppose we have the list of elements of a group G and a black-box for the group
multiplication. Let N be a normal subgroup of G (also given as a list or array). In
this section we show how to construct the quotient structure G/N in linear time.
More precisely, we describe a linear time algorithm to build a data structure that
can serve as a black-box to compute multiplications in G/N . Once we have the
data structure, a multiplication query in G/N can be processed in constant time
with just one query to the black-box for G.

Many of the algorithms for groups given by their Cayley table work in the
same running time if the algorithm has access to the list of group elements and
a group multiplication black-box. As a consequence of this quotient black-box
construction we can see that the algorithms by Kavitha [19], Chen and Fu [6],
and Karagiorgos and Poulakis [11] still run in linear time in quotient groups.

Suppose the list of elements of a group G and a normal subgroup N of G are
given along with a black-box for G. We construct lists Li for i = 1, . . . , |G/N |,
each containing the elements of different cosets of N in G in Algorithm 1. We also
compute the minimum elements mi (in the input order) of the list Li for each i.

Algorithm 1. Computing lists corresponding to the cosets of N in G.

1 Input : A group G and a normal subgroup N of G;
2 Find : Lists Li’s and the elements mi’s as described above;

3 Create an array flag indexed by the elements of G and set
flag[g] = 0,∀g ∈ G;

4 i ← 0;
5 for g ∈ G do
6 if flag [g ] = 0 then
7 i ← i + 1;
8 Prepare a list Li of size |G/N | with the elements of Ng;
9 mi ← min Li;

10 for g1 ∈ Ng do
11 flag [g1 ] = 1 ;
12 end
13 end
14 end
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Run-Time Analysis of Algorithm 1: In the algorithm flag [g ] = 1 line 6 indi-
cates that we have already processed the coset containing g and no further action
is required. If flag[g] = 0 then the algorithm spends O(|G/N |) time within the
“if” condition. But in the process it also discovers all the elements of the coset
Ng for which the “if” condition will not be executed in future. This shows that
the run-time of Algorithm 1 is O(|G|). �

It is easy to see that in linear time we can compute an array S of size G and
indexed by the elements of G such that S[g] = i, where Li is the list produced
by by Algorithm 1 containing the elements of Ng.

The data structure for the quotient group G/N consists of the lists Li’s, the
sequence m1,m2, . . . ,m|G/N | and the array S along with an access to the black-
box for G. The elements of G/N will be, as usual, 1, 2, . . . , |G/N |. The element i
corresponds to the list Li, which in turn corresponds to one of the cosets of N in
G. If we need to compute the product of i and j, we first compute m = mi ∗ mj

using the multiplication black-box for G and then return S[m]. By construction
S[m] is the index of the list containing the coset elements of the coset Nm.

We notice that any bounded number of repeated quotient construction can
be done in linear time using the above method.

4 Algorithms for Finding Complements

Given a group G and a normal subgroup D of G, a complement of D in G is a
subgroup B such that G = D × B. It is important to note that a complement
of a subgroup may or may not exist, and even if a complement exists it may
not be unique. Kayal and Nezhmetdinov [12] gave an algorithm for finding a
complement of a given normal subgroup D of G. Their algorithm is divided into
two cases: G/D is abelian and G/D is nonabelian. The result for the first case
can be stated as follows.

Theorem 4 ([12]). There is an algorithm to check if a complement of a normal
subgroup D of a group G exists in Õ(|G|) time, when G/D is abelian. The
algorithm also returns a complement if it exists.

Proof Sketch: A careful analysis of the complement finding algorithm given in
[12] using the results from [6,19] shows that it takes Õ(|G|) time to find a
complement of the subgroup D in G (if it exists). We use the linear time quotient
construction techniques from Sect. 3 multiple times. Additionally, we use the
facts that computing Z(G) and testing normality can be done in Õ(|G|) time by
Lemma 2.

In the second case when G/D is nonabelian, it is not clear how to make the
algorithm by Kayal and Nezhmetdinov [12] run in nearly linear time in general
(see [12]). Fortunately, for the purpose of this paper, as we would see in Sect. 6,
we only need to deal with the subcase when D is a subgroup of the center Z(G)
of G. During its execution the algorithm in [12] computes a quotient group which
can be done in linear time using results in Sect. 3.
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The algorithm by Kayal and Nezhmetdinov computes a group T =
〈{aga−1g−1 | a ∈ CG(D), g ∈ G}〉. One can verify that except for this, all
other steps in the algorithm can be made to run in Õ(|G|) time without the
assumption D ≤ Z(G). It is the computation of T where we use a different app-
roach using the fact that D ≤ Z(G) to obtain the desired nearly linear runtime.
We first mention an easy observation.

Observarion 1. If D ≤ Z(G) then CG(D) = G.

From Observation 1, it is immediate that T = 〈{aga−1g−1 | a ∈ G, g ∈ G}〉
which is nothing else but the commutator subgroup [G,G] of G. Lemma 3 gives
us a way to compute T efficiently.

Lemma 3 (see e.g., [13]). If G = 〈S〉 then [G,G] = 〈[S, S]〉G, where S is a
generating set of G and [S, S] = {aga−1g−1 | a, g ∈ S}.
We can compute a generating set S of size O(log |G|) of G in time O(|G| log |G|)
by Lemma 2. Again by Lemma 2 we can compute an O(log |G|) sized generating
set for the group 〈[S, S]〉 in O(|G| log |G|) time. Let us denote this set by Tgen.
Algorithm 2 given below computes a generating set for [G,G] (see [13]).

Algorithm 2. Algorithm to find an O(log |G|) sized generating set of [G,G]

1 Input : A group G = 〈S〉 and Tgen (defined above);
2 Find : An O(log |G|) sized generating set of [G,G];

3 Let K ← 〈Tgen〉;
4 while ∃b ∈ Tgen, a ∈ S such that a−1ba /∈ K do
5 Tgen ← Tgen ∪ {a−1ba} and K ← 〈Tgen〉;
6 return Tgen

Runtime Analysis of Algorithm 2 : Each time a new generator is added to Tgen

the size of the group K = 〈Tgen〉 is at least doubled, which implies that the
number of iterations of the while loop is O(log |G|). We maintain the group K
as an array AK indexed by the group elements g ∈ G such that AK [g] = 1 if
and only if g ∈ K. Thus, for any a ∈ S and b ∈ Tgen, we can check if a−1ba /∈ K
in O(1) time. It takes O(|G| log |G|) time to compute the group 〈Tgen〉. Now it
is easy to verify that the overall runtime of Algorithm 2 is O(|G|(log |G|)3). �

It is important to note that the inverse of an element a ∈ G can be found in
O(|G|) time (step 4). However since the number of iterations is only O(log |G|),
we would need to compute the inverse of O(log |G|) many elements, which implies
that the overall runtime to find inverses is O(|G| log |G|).

Summarising the above discussion we obtain:

Theorem 5. There exists an algorithm to find a complement of a subgroup D
of the center Z(G) of a groups G in time Õ(|G|) whenever a complement exists.
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5 Hamiltonian Group Recognition and Isomorphism

A Hamiltonian group is a nonabelian group all of whose subgroups are normal.
Since every subgroup of such a group is normal, it follows that there is a unique
Sylow subgroup of any fixed order. In this section we consider the following
problem.

Hamiltonian Group Recognition
Input : Given a group (G, ·) by its Cayley table.
Find : Is G a Hamiltonian group?

The following structure theorem is one of the main ingredients for our result.

Theorem 6 ([5, page 114]). Let G be a Hamiltonian group. Then

– G is the quaternion group Q8; or,
– G is the direct product of Q8 and B, or of Q8 and A, or of Q8, B and A,

where A is an abelian group of odd order and B is an elementary 2-group.
Moreover, every such direct product is a Hamiltonian group.

We recall that the quaternion group Q8 is a nonabelian group with eight
elements and it is generated by two elements a and b with the conditions
a4 = 1, a2 = (ab)2 = b2 (see e.g., [5]). An elementary 2-group is isomorphic
to Z

k
2 for some k. Thus, from Theorem 6 we can see that the Sylow 2-subgroup

of a Hamiltonian group is Q8 × Z
k
2 for some nonnegative integer k and the

other Sylow subgroups are all abelian. The theorem also implies that Hamilto-
nian groups are nilpotent. The Sylow decomposition can be computed in O(|G|)
time using methods2 described in [6]. Next we decompose the Sylow 2-subgroup
using Algorithm 3. If we find that the Sylow 2-subgroup is not of the form
Q8 × Z

k
2 for some k, then we can immediately conclude that the input group is

not Hamiltonian. Otherwise, we can use the techniques developed by Kavitha
[19] to test if the odd order Sylow subgroups are abelian. If that is the case then
we know that the input group is Hamiltonian. Moreover, since the odd order
Sylow subgroups are abelian, the algorithm given by Chen and Fu in [6] or Kara-
giorgos and Poulakis in [11] also give us a Remak-Krull-Schmidt decomposition
of the odd order Sylow subgroups. The decomposition of the Sylow 2-subgroup
obtained from Algorithm 3 along with the decomposition of the odd order abelian
Sylow subgroups gives us a Remak-Krull-Schmidt decomposition of the input
Hamiltonian group.

Given a Sylow 2-subgroup as input, Algorithm 3 checks if it is Hamiltonian
and also returns a Remak-Krull-Schmidt decomposition isomorphic to Q8 × Z

k
2

if the input is indeed Hamiltonian. We use the next lemma in the algorithm.

2 We can compute the Sylow decomposition in O(|G|) without using the result given
[6], if G is Hamiltonian 2-group. Note that in a Hamiltonian 2-group order of each
non-trivial element will be either 2 or 4.
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Lemma 4. Any two non-commutating elements in a Hamiltonian 2-group gen-
erate a quaternion group which is also a direct factor.

Proof. Let G be a Hamiltonian 2-group and let g, g′ ∈ G be two non-
commutating elements. To show that 〈g, g′〉 ∼= Q8 it is enough to show that
g4 = 1, g2 = (gg′)2 = g′2. As G is a Hamiltonian 2-group, G = Q8 × Z

k
2 for

some k. Thus, we can write g = (a1, b1) and g′ = (a2, b2), where a1, a2 ∈ Q8 and
b1, b2 ∈ Z

k
2 . It is easy to verify that g4 = 1, g2 = (gg′)2 = g′2. Now we prove that

〈g, g′〉 is also a factor of G. Let C = {αφ(α) | α ∈ A}, where φ : Q8 −→ Z
k
2 is a

homomorphism that maps the generators a1 and a2 of Q8 to b1 and b2 respec-
tively. Now using Lemma 1, we can see that G = C ×Z

k
2 . Moreover, it is an easy

verification to see that C = 〈g, g′〉. �

Algorithm 3. Algorithm for the recognition and decomposition of
Hamiltonian 2-groups

1 Input : A group (G, ·);
2 Decide : Is G a Hamiltonian 2-group?

3 if G ∼= Q8 then stop and return Hamiltonian 2-group, and G ;
4 P = {g ∈ G | ord G(g) = 4};
5 if P = ∅ then report “Not Hamiltonian 2-group”;
6 Pick any g ∈ P ;
7 Find an element g′ ∈ P such that gg′ �= g′g. If no such pair exists then

report “Not Hamiltonian 2-group”;
8 if 〈g, g′〉 ∼= Q8 then
9 Compute a complement C of 〈g, g′〉 in G;

10 if C exists and it is an elementary abelian 2-group then
11 return C;
12 end
13 end
14 else
15 report “Not Hamiltonian 2-group”;
16 end

We now prove the correctness of the algorithm and give the run-time analysis.
Checking whether G ∼= Q8 or not can be done in O(1) time. From now on, we
assume that G � Q8. In a Hamiltonian 2-group, all non-central elements are of
order 4 and constitutes the set P . Since we are interested in elements of order
4, P can be computed in linear time even without using results in [19].

Since the picked element g ∈ P (Line 5) is non-central, there must exist an
element g′ ∈ P such that gg′ �= g′g. If no such pair is found in P then G is not
a Hamiltonian 2-group. Otherwise by Lemma 4, 〈g, g′〉 ∼= Q8 and will also be
direct factor of G. Thus, if the check 〈g, g′〉 ∼= Q8 fails we conclude that G is not
a Hamiltonian 2-group.

Using Kavitha’s result given in [19], we can test whether C is abelian in time
O(|G|) (Line 9). If C is abelian and all the elements of C have order 2, then we
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conclude that C is an elementary abelian 2-group and the algorithm returns the
complement C.

Finally we argue that we can also compute a complement of 〈g, g′〉 in time
O(|G|) in Line 8. We can use the result of Theorem 4 to find a complement.
However, a direct application of Theorem 4 would only give us an Õ(|G|) upper
bound. Below we show that the structure of Hamiltonian group could be used
to get an O(|G|) upper bound.

The major time consuming computation tasks inside the complement finding
algorithm of Theorem 4 are computing the quotient group G/〈g, g′〉, computing
the center and testing normality (see [12]).

Since 〈g, g′〉 is the quaternian group of order 8, testing its normality in time
O(|G|) is trivial. We can compute G/〈g, g′〉 in O(|G|) time using techniques dis-
cussed in Sect. 3. If G is a Hamiltonian 2-group, then G/〈g, g′〉 will be an abelian
group. The task of checking whether G/〈g, g′〉 is abelian can be performed in
O(|G|) time using the algorithm described in [19]. If G is a Hamiltonian 2-group,
then the center of the group G consists of all order 2 elements along with the
identity. One can find all these elements in O(|G|) time. If the original group
is not a Hamiltonian 2-group then the final test, which is to confirm if we have
actually computed a valid decomposition (see Section 4.1 of [12], last line) will
identify any error that might have occurred in the computation of the center.
The final test to verify the validity of the computed decomposition can be per-
formed in linear time exploiting the structure of Hamiltonian 2-groups. These
observations imply that Theorem 4 can be modified to find a complement of
〈g, g′〉 in G in O(|G|) time.

Once we have the Remak-Krull-Schmidt decompositions of two Hamiltonian
groups the isomorphism test is trivial.

Theorem 7. There exists an algorithm that given two Hamiltonian groups G
and H tests if they are isomorphic in time O(|G|).

6 Groups with a Bounded Nonabelian Direct Factor

Taking motivation from Hamiltonian groups, which are direct product of the non-
abelian quaternion group Q8 and an abelian group, we study the recognition and
the isomorphism problem of a more general class of groups which can be decom-
posed as a direct product of a nonabelian group of bounded order and an abelian
group. For a fixed d, let Gd = {G | G = A×B, where |A| ≤ d and B is abelian}.
It is easy to see that the isomorphism problem for groups in Gd can be solved in
linear time once we have a decomposition of each of the input groups as a direct
product of a small nonabelian group with no cyclic factor and an abelian group.

In this section we show that given a nonabelian group G, it can be decom-
posed as a direct factor of a nonabelian group with no cyclic factor and an
abelian group in nearly linear time. We note that for this algorithm we do not
need any upper bound on the size of the nonabelian factor. The idea is to keep
on peeling off direct cyclic factors from the given group as long as possible. Each
time we factor out a cyclic group, the size of the other factor decreases by at
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least half. Thus, the process of factoring out cyclic groups can happen for at
most log |G| iterations. Next we define the Cyclic Factor problem below.

Cyclic Factor
Input : A group (G, ·) given by its Cayley table.
Find : A cyclic factor 〈b〉 and H � G (if they exist) such that G = 〈b〉 × H.

We show that the Cyclic Factor problem can be solved in Õ(|G|) time.
From this result and the above discussion we can immediately obtain the follow-
ing theorem.

Theorem 8. There is an algorithm that takes the Cayley table of a nonabelian
group G as input and in time Õ(|G|) returns two groups A and B, such that
G = A×B where A is a nonabelian group with no cyclic factor and B is abelian.

In the rest of the section we focus on the Cyclic Factor problem. The
following lemma helps us to solve the problem.

Lemma 5. If G has a cyclic factor then for any basis {b1, b2, . . . , b�} of Z(G),
there is i ∈ [�] such that 〈bi〉 is a factor of G.

Proof. Let G = A × B, where A is nonabelian with no cyclic factor and B
is abelian. Notice that Z(G) = Z(A) × B. Let Z(A) = 〈c1〉 × . . . × 〈cr〉 and
B = 〈d1〉× . . .×〈dk〉 be a basis decomposition of Z(A) and B. This gives a basis
decomposition Z(G) = 〈c1〉×. . .×〈cr〉×〈d1〉×. . .×〈dk〉. Let c′

1, . . . , c
′
r, b

′
1, . . . , b

′
k

be an another basis of Z(G), where c′
is and b′

js are ordered to satisfy the following
conditions from Remak-Krull-Schmidt theorem:

(i) 〈c′
i〉 ∼= 〈ci〉,∀i ∈ [r] and 〈b′

j〉 ∼= 〈dj〉,∀j ∈ [k], and
(ii) Z(G) = 〈c1〉 × . . . × 〈cr〉 × Bp = Z(A) × Bp,

where Bp = 〈b′
1〉 × . . . × 〈b′

k〉. By Lemma 1, we have Bp = {αφ(α) | α ∈ B}
for some homomorphism φ : B −→ Z(Z(A)) = Z(A). The same lemma can
be used once more to show that G = A × Bp. The result follows if we take
{c′

1, . . . , c
′
r, b

′
1, . . . , b

′
k} = {b1, b2, . . . , b�}. �

The above lemma immediately suggests an algorithm to solve the Cyclic
Factor problem for a given group G: (i) Find the center Z(G) of the group G,
(ii) Compute a basis {b1, b2, . . . , b�} of Z(G), and (iii) Try to find a complement
of 〈bi〉 in G for all i = 1, 2, . . . , �.

In step (iii) of the algorithm if we find a complement then we have solved
the problem. On the other hand, if G has a cyclic factor then Lemma 5 ensures
that the algorithm would find a cyclic factor. This shows the correctness of the
algorithm.

We now discuss the runtime of the algorithm. We can use Kavitha’s result
to check if G is abelian in linear time [19]. If G is abelian, then cyclic factors of
G can be found in O(|G|) time using results from [6]. Let us assume that input
group G is nonabelian.

We can compute the center of a group in nearly linear time using Lemma 2.
Thus, step (i) of the algorithm takes O(|G| log |G|) time.



Nearly Linear Time Isomorphism Algorithms 91

Since Z(G) is abelian we can use the linear time algorithm of Chen and Fu
[6] or Karagiorgos and Poulakis [11] for step (ii) of the algorithm. Notice that
the number of basis elements of Z(G) is at most log |G|. Thus, the maximum
number of iterations in step (iii) is at most log |G|. In general, we do not know
how to compute a complement of a subgroup in nearly linear time. However,
the fact that each 〈bi〉 is a subgroup of the center of the group allows us to use
Theorem 5. Thus, the runtime of step (iii) as well as the whole algorithm is
Õ(|G|).
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Abstract. We revisit self-adjusting external memory tree data struc-
tures, which combine the optimal (and practical) worst-case I/O perfor-
mances of B-trees, while adapting to the online distribution of queries.
Our approach is analogous to undergoing efforts in the BST model,
where Tango Trees (Demaine et al. 2007) were shown to be O(log log N)-
competitive with the runtime of the best offline binary search tree on
every sequence of searches. Here we formalize the B-Tree model as a
natural generalization of the BST model. We prove lower bounds for the
B-Tree model, and introduce a B-Tree model data structure, the Belga
B-tree, that executes any sequence of searches within a O(log log N) fac-
tor of the best offline B-tree model algorithm, provided B = logO(1) N .
We also show how to transform any static BST into a static B-tree which
is faster by a Θ(log B) factor; the transformation is randomized and we
show that randomization is necessary to obtain any significant speedup.

1 Introduction

Worst-case analysis does not capture the fact that some sequences of operations
on data structures, often typical ones, can be executed significantly faster than
worst case ones. Methods of analyzing algorithms whose performance depends
on more fine-grained characteristics of the input sequence other than the size
N have been coined distribution sensitive data structures [7,22]. Two general
methods to bound the performance of such a data structure exist. The first is
to explicitly bound the performance by some bound. For binary search trees
(BSTs) there is a rich set of such bounds (see e.g. [9,18]) like the sequential
access bound [29], the working set bound [21,28], the (weighted) dynamic finger
bound [11,12,24], the unified bound [3,21] and many others [5,10,20]. The other
method is to compare the performance of the data structure on a sequence of
operations to the performance of the best offline data structure in some model
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on the same sequence. Such an analysis uses the language of competitive analysis
introduced in [27], where the competitive ratio of an algorithm is the supremum
ratio of the performance of the given algorithm to the offline optimal over all
sequences of operations over a given length. A data structure which is O(1)-
competitive in a particular model is said to be dynamically optimal [28]. In the
BST model, the best known competitive ratio is O(log log N), first achieved by
Tango trees [15]. The existence of a dynamically optimal BST is one of the most
intriguing and long-standing open problems in online algorithms and data struc-
tures (see [23] for a survey). The two prominent candidates to achieve dynamic
optimality for BSTs are the splay tree of Sleator and Tarjan [28] and the greedy
algorithm [14,25], but they are only known to be O(log N)-competitive.

Disk-Access Model (DAM). The external memory model, or disk-access
model (DAM) [2] is the leading way to theoretically model the performance
of algorithms that can not fit all of their data in RAM, and thus must store it on
a slower storage system historically known as disk. This model is parameterized
by values M and B; the disk is partitioned into blocks of size B, of which M/B
can be stored in memory at any given moment. The cost in the DAM is the
number of transfers between memory and disk, called Input-Output operations
(I/Os). The classic data structure for a comparison based dictionary in the DAM
model, as well as in practice, is the B-Tree [4]. The B-Tree is a generalization
of the BST, where each node stores up to B − 1 data items, for B ≥ 2, and
the number of children is one more than the number of data items. The B-Tree
supports searches in time O(logB N) in the DAM, a log B factor faster than
traditional BSTs such as red-black trees [19] or AVL trees [1].

Dynamic Dictionaries in the DAM. Here, our goal is to explore dynamic
dictionaries in the DAM and to obtain results similar to those known for BSTs.

Surprisingly, prior work in this direction is quite limited. One previous
attempt was in the work of Sherk [26] where a generalization of splay trees
to what we call the B-tree model was proposed, but without any strong results.
Over ten years later, Bose et. al. [6] studied a self-adjusting version of skip-lists
and B-Trees, where nodes can be split and merged to adapt to the query distribu-
tion by moving elements closer or farther from the root of the tree (here we call
this model classic self-adjusting B-trees, see Sect. 2). They showed that dynamic
optimality in this model is closely related to the working set bound. This bound
captures temporal locality: for an access sequence X = x1, . . . , xm, it is defined
as WS(X) =

∑m
i=1 log wX(i), where wX(i) is the number of distinct elements

accessed since the last access to the element xi. In [6] the authors presented a
data structure whose cost is upper bounded by O(WS(X)/ log B) and obtained
a matching lower bound of Ω(WS(X)/ log B) for this model, which implies that
their structure is dynamically optimal.

Note that the lower bound of [6] shows a major limitation of B-trees with
only split and merge operations: It implies there are sequences on which they are
slower than BSTs. For example, repeatedly sequentially accessing all data items
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1, 2, . . . , N requires O(1) amortized time per search for BSTs like splay trees
(this is the sequential access bound [29]) while the lower bound Ω(WS(X)/ log B)
implies an amortized cost Ω(logB N) in the classic self-adjusting model. In this
work, we show that by adding just one more operation, an analogue of the rota-
tion for B-Trees, we can overcome this limitation and obtain significant speedups
with respect to standard B-trees.

Our Contribution. In this work we initiate a systematic study of dynamic
B-trees. First, we formally define the (dynamic) B-Tree model of computation
(§2). Second, we show how to produce lower bounds in the B-Tree model (§3).
Then, we introduce a data structure, which we call the Belga B-Tree1, which is
O(log log N) competitive with any dictionary in the B-Tree model of computa-
tion, when B = O(logO(1) N) (§4).

More generally, we conjecture the following in §6: any BST-model algorithm
can be transformed into a (randomized) B-Tree model algorithm with a Θ(log B)
factor cost savings. This would imply that BST model algorithms such as the
splay tree [28] or greedy [14,25] would have B-Tree model counterparts, and
that a dynamically optimal BST-model algorithm would imply a dynamically
optimal algorithm in the B-Tree model. We leave this conjecture open, but in
§5 we do resolve the case of a static (no rotations allowed) BSTs by showing
a randomized transformation from a static BST to a static B-Tree such that
any algorithm in the static BST model would have factor Θ(log B) speedup in
the B-Tree model. We also show that no ω(1)-factor speedup is possible for a
deterministic transformation in general.

2 The B-Tree Model of Computation

In this section, we define the tree models discussed in this paper. In all cases,
we consider data structures supporting searches over a universe of N elements
U = {1, 2, . . . , N} which we refer to as keys. The input is a valid tree T0 and
request sequence of searches X = x1, x2 . . . , xm, where xi ∈ U is the ith item to
be searched.

2.1 The BST Model

In a Binary Search Tree (BST) data structure, each node stores a single key
and three pointers, indicating its parent and its (left and right) children. The
key value of a node is larger than all keys in its left subtree and smaller than
all keys in its right subtree. To execute each request to search for element xi,
a BST algorithm initializes a single pointer at the root (at unit cost) then may
perform any sequence of the following unit-cost operations:

1 The Tango tree was invented on an overnight flight from JFK airport en route
to Buenos Aires, Argentina. The work on the Belga B-Tree has been substantially
completed at Cafe Belga, Ixelles, Belgium.
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– Move the pointer to the parent or to the left or right child of the current node
the pointer points to (if such a destination node exists).

– Perform a rotation of the edge between current node and its parent (if not
the root).

Whenever the pointer moves to or it is initialized to a node v, we say that node
v is touched. A BST-model search algorithm is correct if during each search, the
element xi that is being searched for is touched. The cost of a BST algorithm on
the search sequence X equals the total number of unit-cost operations performed
to execute the searches in the sequence. This model was formally defined in [15]
and it is known to be equivalent up to constant factors to several alternative
models which have been considered (e.g. [14,31]).

A BST data structure can be augmented such that each node stores O(log N)
additional bits of information. The running time of such BST data structures in
the RAM model is dominated by the number of unit-cost operations. A static
BST is a restricted version of the BST model where rotations are not allowed
and thus the shape of the tree never changes.

2.2 The B-Tree Model

We define the B-tree model to be a generalization of the BST model which allows
more than one key to be stored in each node. The B-tree model is parameterized
by a positive integer B ≥ 2 which represents the maximum number of children
of each node; in the case where B = 2 the B-tree model will be equivalent to the
BST model. We denote by n(v) the number of keys stored in a node v. Every
node v has n(v) ≤ B − 1 and n(v) + 1 child pointers (some of which could be
null). A node v which stores exactly n(v) = B − 1 keys is called full.

Suppose x1, . . . , xn(v) are the keys stored at node v and c1, · · · , cn(v)+1 are
the children of v. Keys satisfy the in-order condition, i.e. x1 < . . . < xn(v) and
for any key ki stored in the subtree Tci rooted at ci, we have that k1 < x1 <
· · · < ki < xi < ki+1 < · · · < kn(v) < xn(v) < kn(v)+1.

Similar to the BST model, to execute each search there is a single pointer
initialized to the root of the tree at unit cost. To execute a search for xi, a B-tree
algorithm performs a sequence of the following unit-cost operations which are
described formally later:

– Move the pointer to a child or to the parent of the current node.
– Split a node containing at least three keys.
– Join two sibling nodes storing no more than B − 2 keys in total.
– Rotate the edge between the current node and its parent.

B-tree model algorithms that only use the first type of operations are referred
to as static as the shape of the B-tree does not change. We now fully describe
the unit-cost operations of rotating, splitting and joining:

Rotations: Consider a (non-root) node u and let p(u) be its parent. Let P =
{p1, . . . , pm} be the union of all keys stored in u and p(u). The keys stored at
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u define an interval [p�, pr] in P . A rotation of the edge (p(u), u) essentially
updates this interval to [p�′ , pr′ ], moving the keys as needed. Depending on
the values of �, �′ and r, r′ we characterize a rotation as a promote/demote
left—promote/demote right rotation. For example, a rotation of the type
promote left k—demote right k′ sets �′ = � + k (i.e. the k leftmost keys of u
are promoted to p(u)) and r′ = r+k′ (i.e. keys pr+1, . . . , pr+k′ are demoted to
u). Values k and k′ should be non-negative and satisfy that after the rotation
both u and p(u) have at most B −1 keys. Rotations of the type demote left—
promote right, promote left—promote right and demote left—demote right
can be defined analogously. As an example, Fig. 1 shows a rotation of type
demote left - promote right.

Splitting a node: Let u be a node (except the root) containing at least three
keys and let p(u) be its non-full parent. Splitting node u at key um (which is
not the smallest or the largest key stored at u) consists of promoting um to
p(u) and replacing u by 2 nodes uL, uR such that keys smaller than um are
contained in uL and keys larger than um are in uR. To split the root (given
that it stores at least three keys), we create an empty B-tree node, make it
the parent of the root (i.e. the new root) and then perform a split operation
as defined above.

Join: This operation is the inverse of a split. Let u and v be two sibling nodes
and let p be their parent, such that there exists a unique key pj in p such that
pj is larger than all keys stored at u and smaller than all keys stored at v.
Joining nodes u and v (given that they store no more than B−2 keys in total)
consists of demoting pj to u (and deleting it from p), adding all elements of
v (including the pointers to children) to u and deleting v. Note that after a
join operation p might become empty (in case pj was the unique key of p).
In that case, we set the parent of u to be the parent of p (if it exists) and we
delete p. If p is empty and it is the root, then we just delete p and u becomes
the new root of the tree.

u1u ... uj−� uj−�+1 ... uj uj+1 um...

v1 ...v vn−k vn−k+1 ... vn

Demote left �,
Promote right k

u

v

u1 ... uj−� vn−k+1 ... vn uj+1 um...

uj−�+1 ... uj v1 ... vn−k

Fig. 1. A rotation of a B-tree edge (u, v) of the type demote left �—promote right k:
From the left of v, the � neighboring keys of u, uj−�+1, . . . , uj are getting demoted to
v. From the right, the k last elements of v, vn−k+1, . . . , vn are getting promoted to u.

A B-tree can be augmented with additional O(B log N) bits of information
for each node. The performance of B-trees in the external memory model with
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blocks of size B, is within a constant factor of the sum of the unit-cost operations
as we have defined them.

Relation with Other B-Tree Models. The classic structure of B-trees first
appeared in [4]. In this framework, all leaves have the same depth and no
join, split and rotate operations are performed during searches (to be precise,
restricted versions of split and join were defined in order to support insertions
and deletions and were not allowed for performing search operations, see [13] for
an extensive treatment). We call this framework the classic B-tree model.

A more flexible model of B-trees was considered in [6]: We start with a
classic B-tree and an algorithm is allowed to perform joins and splits, but not
rotations. Note that by performing join and split operations, the property that
all leaves of the tree have the same depth is maintained throughout the whole
execution. This model was called “self-adjusting B-trees”. To avoid confusion
with our dynamic B-tree model, we call this model classic self-adjusting B-trees,
in order to emphasize that all leaves have the same depth, as in classic B-trees.
The self-adjustment relies on the fact that using joins and splits the algorithm
might choose to bring an item closer to the root or demote it farther from the
root. Also, note that the number of nodes in a B-tree on N keys is not fixed
(as opposed to BSTs where we always have exactly N nodes) and the split/join
operations might increase/decrease the number of nodes of the tree, changing
thus its shape.

For the rest of this paper, whenever we use the term B-tree we refer to our
B-tree model, unless stated otherwise.

3 Lower Bounds: Simulating Dynamic B-Trees Using
BSTs

In this section we show how to simulate a dynamic B-tree algorithm using a
BST-model algorithm with an O(log B) overhead in the cost. This will allow us
to transform lower bounds from the BST model into lower bounds for the B-tree
model.

Notation. For a search sequence X, we denote OPTBST(X) and OPTB-Tree(X)
the optimal (offline) cost to serve X using a BST-model and a B-tree-model data
structure respectively.

Theorem 1. For any search sequence X, OPTBST(X) = O(OPTB-Tree(X) ·
log B).

Proof. (Sketch, formal proof is in the full version) We simulate a B-tree execution
of X using a BST in the following way: Each node of the B-tree is simulated by
a red-black tree of depth O(log B). Thus our BST is a tree of red-black trees.
We also augment the red-black tree data structure such that each node stores
a counter on the number of keys in its subtree. In the full version we show the
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details of how each unit-cost B-tree operation can be simulated in time O(log B)
using our tree-of-trees BST data structure. ��

Theorem 1 implies that we can transform any lower bound for binary search
trees to a lower bound for dynamic B-trees, as shown in the following corollary.

Corollary 2. Let X be a search sequence and let LB(X) be any lower bound on
the cost of executing X in the BST model. Then we have that OPTB-Tree(X) =
Ω

(
LB(X)
log B

)
.

Proof. Since LB(X) is a lower bound on OPTBST(X), we have that LB(X) ≤
OPTBST(X) = O(log B) · OPTB-Tree(X) , which implies OPTB-Tree(X) =
Ω

(
LB(X)
log B

)
. ��

4 Belga B-Trees

In this section, we develop a dynamic B-tree data structure yclept Belga B-tree
that achieves a competitive ratio of O(log log N), for search sequences of length
Ω(N), provided that 1 + logB log N = O(logB log N), i.e. B = (log N)O(1). Our
construction is built upon the ideas used in [15] to get a similar competitive
ratio for binary search trees. Particularly, we crucially connect the cost of our
algorithm to the interleave lower bound. For completeness, we present here the
setup and the necessary background regarding this lower bound.

Interleave Lower Bound and Preferred Paths (See Fig. 2). Let {1, . . . , N}
be the keys stored in our B-tree. Let P be a (fixed) complete binary search tree
on those keys. For each internal node v in P , we define its left region to be v
together with the subtree rooted at its left child and its right region to be the
subtree rooted at its right child. Node v has a preferred child, which is left or
right, depending on whether the last search for a node in its subtree was in its
left or right region (if no node of the subtree rooted at v has been searched, then
v has no preferred child).

We define a preferred path in P as follows: Start from a node that is not the
preferred child of its parent (including the root) and perform a walk by following
the preferred child of the current node, until reaching a node with no preferred
child. Clearly, a preferred path contains O(log N) keys.

Note that during a search for a key, the preferred child of some nodes that are
ancestors of the node with the key being searched might change. Each change
of preferred child, changes also the preferred paths of P . For a search sequence
X, the interleave lower bound IB(X) equals the total number of changes of
preferred child from left to right or from right to left, over all nodes of P . We
use the following lemma of [15], which is a slight variant of the first lower bound
of [31]:

Lemma 1 (Lemma 3.2 in [15]). The cost to execute X in the BST model is
Ω(IB(X)) if |X| = Ω(N).
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High-Level Overview of Our Structure. We store each preferred path in a
balanced classic B-tree. We call such classic B-trees auxiliary trees. Our dynamic
B-tree will be a tree of classic B-trees. Recall that Lemma 1 essentially tells
us that the number of preferred paths touched during a request sequence is a
lower bound on the value of OPTBST. The idea here is to show that for each
preferred path touched, and thus unit of lower bound incurred, we can perform
search and all update operations (cutting and merging preferred paths) with
an overhead factor O(logB log N) = O( log log N

log B ). This will imply that we have
a dynamic B-tree with cost O( log log N

log B · IB(X)). This combined with Lemma 1
and Corollary 2 implies that the cost of our dynamic B-tree data structure is
O(log log N) · OPTB-Tree.

P1

P3 P4 P5

P6

P7

P8

P1

P8P4

P5

P6

P

P3

P2

P7

Fig. 2. Example of a reference tree P and the tree-of-trees representation of its pre-
ferred paths P1, . . . , P8. Edges connecting different preferred paths are dashed gray.

Auxiliary Trees. Our auxiliary trees are augmented classic B-trees. Each aux-
iliary tree stores a preferred path. With each key x we also store its depth in
the reference tree P . We call this value depth of key x. Also, each node stores
the minimum and maximum depth of a key in its subtree. Last, a node may be
marked or unmarked, depending on whether it is the root of an auxiliary tree
or not. Note that P is just a reference tree used for the analysis. We do not
need to store P explicitly in order to implement our algorithm. All necessary
information about P is stored in our dynamic B-tree data structure.

During an execution of a search sequence we need to perform the following
operations on a preferred path:

(i) Search for a key.
(ii) Cut the preferred path into two paths, one consisting of keys of depth at

most d and the other of keys of depth greater than d.
(iii) Merge two preferred paths P1 and P2, where the bottom node of P1 is the

parent of the top node of P2.

We will show that we can perform those operations using our auxiliary trees
in time O(1 + logB k), where k is the number of keys in the involved preferred
paths. We defer this proof to the full version of this paper and we now proceed
to the description and analysis of Belga B-trees, assuming that those operations
can be done in time O(1 + logB k). For the rest of this section, whenever we
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refer to cutting/merging operations on auxiliary trees, we mean the implemen-
tation of cutting/merging the corresponding preferred paths in our B-tree data
structure.

Our Algorithm. A Belga B-tree is a tree of auxiliary classic B-trees, where
each auxiliary tree stores a preferred path. Initially we transform the input tree
T0 to a valid Belga B-tree. Upon a request for a key xi, we start from the
root and search for xi. Whenever we reach a marked node v (i.e. a root of an
auxiliary tree), we have to update the preferred paths. Let Q be the preferred
path stored in the auxiliary tree of the parent of v and R the preferred path in
the auxiliary tree rooted at v. We update the preferred paths using the cut and
merge operations of auxiliary trees. Particularly, if d is the minimum depth of
a key of R (this value is stored at node v of our B-tree), we cut the auxiliary
tree storing Q at depth d − 1. This gives us two preferred paths Qd− and Qd+,
where the first stores keys of Q of depth at most d − 1 and the second keys of Q
of depth greater than d. We mark the roots of the auxiliary trees corresponding
Qd− and Qd+. We then merge the auxiliary tree storing Qd− with the auxiliary
tree rooted at v (which stores R). We mark the root of the new tree and continue
the search for xi.

Note that the only part where our algorithm needs to perform rotations is
the initial step of transforming the input tree into a Belga B-tree.

Bounding the Cost. We now compare the cost of our Belga B-tree data struc-
ture to that of the optimal offline B-tree. The following lemma makes the essen-
tial connection between the number of preferred paths touched during a search
and the cost of our algorithm.

Lemma 2. Let � be the number of preferred child changes during a search for
key xi. Then the cost of Belga B-tree for searching xi is O((�+1)(1+logB log N)).

Proof. To search for xi, we touch exactly � + 1 preferred paths. We account
separately for the search cost and the update cost.

For each preferred path touched, the search cost is O(�logB log N�), since we
are searching a balanced B-tree on O(log N) keys. Thus the total search cost is
clearly O((� + 1)(1 + logB log N)).

We now account for the update cost. Recall that we can cut and merge
preferred paths on k keys in time O(1 + logB k). Since each preferred path has
at most O(log N) keys, we can perform those updates in time O(1+logB log N).
There are � preferred path changes, and for each change we perform one cut
and one merge operation, we get that the total time for merging and cutting is
O(� · (1 + logB log N)). The lemma follows. ��
Theorem 3. For any search sequence of length m = Ω(N), Belga B-trees are
O(log log N)-competitive.
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Proof. The total number of preferred path changes is at most IB(X) + N . The
additive N accounts for the fact that initially each node has no preferred child,
so its first change from null to either left or right is not counted in IB(X). Using
Lemma 2 and summing up over all search requests, we get that the cost of
Belga B-trees is O((IB(X) + N + m)(1 + logB log N)). By our assumption on
the value of B, we have that 1 + logB log N = O(logB log N), thus the cost is in
O((IB(X) + N + m) · log log N

log B ). By Lemma 1 this is bounded by (OPTBST(X) +
N + m) · log log N

log B . Using Corollary 2 we get that cost of Belga B-tree is

O

(

(log B · OPTB-Tree +N + m) · log log N

log B

)

.

Note that for any request sequence OPTB-Tree ≥ m. Since m = Ω(N), we
have that log B · OPTB-Tree +N + m = O(log B · OPTB-Tree). We get that the
total cost is upper bounded by

O

(

log B · OPTB-Tree · log log N

log B

)

= O(OPTB-Tree · log log N).

5 Transforming Any Static BST into the B-Tree Model

In this section we focus on static trees, with the goal to simulate a static BST
using a static B-tree and achieving a speedup by a factor of Θ(log B). In the
static BST and B-Tree models, all that is allowed in each operation is to move
a single pointer around the tree, starting at the root, each time moving to a
neighboring node, at unit cost per move. We refer to a sequence of moves of a
single pointer as a walk. In particular, given a BST we wish to convert it to a
B-Tree so that if a walk in the BST costs k, a walk in the B-Tree TB that touches
the same keys costs as little as possible in terms of k; k is clearly possible since
a BST is a B-tree, but when can we achieve o(k)?

We note that the results of this section allow the pointer to move arbitrarily
in a static BST/B-tree, i.e., it can visit nodes that are outside the path from
the root to the searched node. In the case where only a search path of length
D is considered, the worst-case cost has been completely characterized in [16]

as Θ
(

D
lg(1+B)

)
when D = O(lg N), Θ

(
lg N

lg(1+B lg N
D )

)

, when D = Ω(lg N) and

D = O(B lg N), and Θ
(

D
B

)
when D = Ω(B lg N).

Block-Connected Mappings. The most natural approach to achieve our goal
is to try to map a static BST T into a static B-tree TB such that each node of TB

corresponds to a connected subtree of T . We call such a mapping f : T → TB ,
block-connected. Observe that in order to achieve a Ω(log B) speedup for the B-
tree model TB , it is necessary that a block-connected mapping f should satisfy
that every node at depth d in T is at depth O( k

log B ) in TB . However, as we will
see, this is not sufficient.
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The next theorem shows that, perhaps surprisingly, this approach fails to
give any super-constant factor improvement, given that the mapping is deter-
ministic. Afterwards, we show how to achieve an Ω(log B) factor speedup using
randomization. The proofs of these theorems are in the full version.

Theorem 4. There does not exist a block-connected mapping f : T → TB such
that any walk P on T of length k corresponds to a walk of length o(k) in TB.

Randomized Construction. Theorem 4 above is based on an adversarial argu-
ment and relies crucially on the knowledge of the layout of the B-tree. To over-
come this issue, we use randomization.

Theorem 5. For any BST T , there is a randomized block-connected mapping
which produces a static B-tree TR such that for any walk of length k in T , there
exists a corresponding walk in TR with expected cost O(k/ log B).

6 Open Problems

We conclude with some open problems. The first is that our Belga B-trees are
O(log log N)-competitive only when B = logO(1) N , and thus the case of large B

where B = logω(1) N remains open. The main impediment is to figure out how
to fit multiple preferred paths into one block.

A more general open problem is to resolve the following conjecture: Is it
possible to convert any BST-model algorithm into a B-Tree model algorithm
such that if an algorithm costs O(k) in the BST model, it costs O( k

log B +1) in the
B-Tree model? Special cases of this theorem, when applied to, for example, splay
trees and greedy future, would also be interesting should the general conjecture
prove too difficult to resolve.

A third open problem is whether, given two B-tree model algorithms, can
you achieve the runtime that is the minimum of them; this would be the B-Tree
model analogue of the BST result of [17]. It would also allow one to then combine
Belga B-trees with other B-tree model algorithms to get stronger results, like,
for example [6] to add the working-set bound; in the BST model [30] gave a
O(log log N)-competitive BST with the working set bound.
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8. Brodnik, A., López-Ortiz, A., Raman, V., Viola, A. (eds.): Space-Efficient Data
Structures, Streams, and Algorithms. LNCS, vol. 8066. Springer, Heidelberg
(2013). https://doi.org/10.1007/978-3-642-40273-9

9. Chalermsook, P., Goswami, M., Kozma, L., Mehlhorn, K., Saranurak, T.: The
landscape of bounds for binary search trees. CoRR, abs/1603.04892 (2016)

10. Chalermsook, P., Goswami, M., Kozma, L., Mehlhorn, K., Saranurak, T.: Multi-
finger binary search trees. In 29th International Symposium on Algorithms and
Computation, ISAAC, pp. 55:1–55:26 (2018)

11. Cole, R.: On the dynamic finger conjecture for splay trees. Part II: the proof. SIAM
J. Comput. 30(1), 44–85 (2000)

12. Cole, R., Mishra, B., Schmidt, J.P., Siegel, A.: On the dynamic finger conjecture
for splay trees. Part I: splay sorting log n-block sequences. SIAM J. Comput. 30(1),
1–43 (2000)

13. Cormen, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Introduction to Algorithms,
3rd edn. MIT Press, Cambridge (2009)

14. Demaine, E.D., Harmon, D., Iacono, J., Kane, D.M., Patrascu, M.: The geometry
of binary search trees. In: Symposium on Discrete Algorithms, SODA, pp. 496–505
(2009)

15. Demaine, E.D., Harmon, D., Iacono, J., Patrascu, M.: Dynamic optimality - almost.
SIAM J. Comput. 37(1), 240–251 (2007)

16. Demaine, E.D., Iacono, J., Langerman, S.: Worst-case optimal tree layout in exter-
nal memory. Algorithmica 72(2), 369–378 (2015)

17. Demaine, E.D., Iacono, J., Langerman, S., Özkan, Ö.: Combining binary search
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1 IRIF, Université Paris Diderot, Paris, France
dolce@irif.fr
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Abstract. We define a new class of shift spaces which contains a number
of classes of interest, like Sturmian shifts used in discrete geometry. We
show that this class is closed under conjugacy, a natural transformation
obtained by sliding block coding.

Keywords: Formal languages · Symbolic dynamics ·
Sliding block codes

1 Introduction

Shift spaces are the sets of two-sided infinite words avoiding the words of a
given language F denoted XF . In this way the traditional hierarchy of classes of
languages translates into a hierarchy of shift spaces. The shift space XF is called
of finite type when one starts with a finite language F and sofic when one starts
with a regular language F . There is a natural equivalence between shift spaces
called conjugacy. Two shift spaces are conjugate if there is a sliding block coding
sending bijectively one upon the other (in this case the inverse map has the same
form). Many basic questions are still open concerning conjugacy. For example,
it is surprisingly not known whether the conjugacy of shifts of finite type is
decidable. The complexity of a shift space X is the function n �→ p(n) where
p(n) is the number of admissible blocks of length n in X. The complexities of
conjugate shifts of linear complexity have the same growth rate (see [9, Corollary
5.1.15]).

In this paper, we are interested in shift spaces of at most linear complexity.
This class is important for many reasons and includes the class of Stumian shifts
which are by definition those of complexity n + 1, which play a role as binary
codings of discrete lines. Several books are devoted to the study of such shifts
(see [9] or [11] for example). We define a new class of shifts of at most linear
complexity, called eventually dendric, which includes Sturmian shifts. It extends
the class of dendric shifts introduced in [2] (under the name of tree sets given
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to their language) which themselves extend naturally episturmian shifts (also
called Arnoux-Rauzy shifts) and interval exchange shifts. A dendric shift X is
defined by introducing the extension graph of a word in the language L(X) of X
and by requiring that this graph is a tree for every word in L(X). This kind of
shifts has many interesting properties which involve free groups. In particular,
in a dendric shift X on the alphabet A, the group generated by the set of return
words to some word in L(X) is the free group on the alphabet and, in particular,
has Card (A) free generators. This generalizes a property known for Sturmian
(and episturmian) shifts whose link with automorphisms of the free group was
noted by Arnoux and Rauzy. The class of eventually dendric shifts, introduced
in this paper, is defined by the property that the extension graph of every word
w in the language of the shift is a tree for every long enough word w.

The paper is organized as follows. In the first section, we introduce the def-
inition of the extension graph and of an eventually dendric shift. In Sect. 3, we
recall some mostly known properties on the complexity of a shift space and of
left- or right-special words. We prove a result which characterizes eventually den-
dric shifts by the extension properties of left-special words (Proposition 4). This
result shows us that asymptotically eventually dendric shifts behaves locally
in a way similar to Sturmian shifts. In Sect. 4, we use the classical notion of
asymptotic equivalence to give a second characterization of eventually dendric
shifts (Proposition 1). In Sect. 5, we introduce the notion of a simple tree and we
prove that for eventually dendric shift, the extension graph of every long enough
word is a simple tree (Proposition 7), a property which holds trivially for every
word in a Sturmian shift but that is quite surprising for this new larger class of
shifts.. Finally, in Sect. 6 we use the previous results to prove the main result
(Theorem 2), namely that the class of eventually dendric shifts is closed under
conjugacy. This result shows the robustness of the class of eventually dendric
shifts, giving a strong motivation for its introduction.

2 Eventually Dendric Shifts

Let A be a finite alphabet. We consider the set AZ of bi-infinite words on A as
a topological space for the product topology. The shift map σA : AZ → AZ is
defined by y = σA(x) if yi = xi+1 for every i ∈ Z. A shift space on the alphabet
A is a subset X of the set AZ which is closed and invariant under the shift, that
is such that σA(X) = X (for more on shift spaces see, for instance, [9]).

We denote by L(X) the language of a shift space X, which is the set of
finite factors of the elements of X. A language L on the alphabet A is the
language of a shift if and only if it is factorial (that is contains the factors of
its elements) and extendable (that is for any w ∈ L there are letters a, b ∈ A
such that awb ∈ L). For n ≥ 0 we denote Ln(X) = L(X) ∩ An and L≥n(X) =
∪m≥nLm(X). For w ∈ L(X) and n ≥ 1, we denote Ln(w,X) = {u ∈ Ln(X) |
uw ∈ L(X)}, Rn(w,X) = {v ∈ Ln(X) | wv ∈ L(X)} and En(w,X) = {(u, v) ∈
Ln(w,X) × Rn(w,X) | uwv ∈ L(X)}. The extension graph of order n of w,
denoted En(w,X), is the undirected graph with set of vertices the disjoint union
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of Ln(w,X) and Rn(w,X) and with edges the elements of En(w,X). When the
context is clear, we denote Ln(w), Rn(w), En(w) and En(w) instead of Ln(w,X),
Rn(w,X), En(w,X) and En(w,X) A path in an undirected graph is reduced if
it does not contain successive equal edges (such a path is also known as simple).
For any w ∈ L(X), since any vertex of Ln(w) is connected to at least one vertex
of Rn(w), the bipartite graph En(w) is a tree if and only if there is a unique
reduced path between every pair of vertices of Ln(w) (resp. Rn(w)).

The shift X is said to be eventually dendric with threshold m ≥ 0 if E1(w)
is a tree for every word w ∈ L≥m(X). It is said to be dendric if we can choose
m = 0. The languages of dendric shifts were introduced in [2] under the name
of tree sets. An important example of dendric shifts is formed by episturmian
shifts (also called Arnoux-Rauzy shifts), which are by definition such that L(X)
is closed by reversal and such that for every n there exists a unique wn ∈ Ln(X)
such that Card (R1(wn)) = Card (A) and such that for every w ∈ Ln(X) \ {wn}
one has Card (R1(w)) = 1.

Example 1. Let X be the Fibonacci shift, which is generated by the morphism
a �→ ab, b �→ a. It is well-known that the Fibonacci shift is a Sturmian shift (see,
for example, [9]). The graphs E1(a) and E3(a) are shown in Fig. 1.

a

b

a

b

aba

aab

bab

bab

baa

aba

Fig. 1. The graphs E1(a) (on the left) and E3(a) (on the right).

The class of tree sets of characteristic c ≥ 1 introduced in [1,5] give an
example of eventually dendric shifts of threshold 1.

Example 2. Let X be the shift generated by the morphism a �→ ab, b �→ cda, c �→
cd, d �→ abc [4]. Its language is a tree set of characteristic 2 (see [1]).

3 Complexity of Shift Spaces

Let X be a shift space. For a word w ∈ L(X), we denote �k(w) = Card (Lk(w)),
rk(w) = Card (Rk(w)), and ek(w) = Card (Ek(w)). For any w ∈ L(X), we have
1 ≤ �k(w), rk(w) ≤ ek(w). The word w is left-k-special if �k(w) > 1, right-k-
special if rk(w) > 1 and k-bispecial if it is both left-k-special and right-k-special.
For k = 1, we use �, r, e and we simply say special instead of k-special. Given a
word w we define the quantity m(w) = e(w)− �(w)− r(w)+1. We say that w is
strong if m(w) ≥ 0, weak if m(w) ≤ 0 and neutral if m(w) = 0. It is clear that
if E1(w) is acyclic (resp. connected, resp. a tree), then w is weak (resp. strong,
resp. neutral).
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Proposition 1. Let X be a shift space and let w ∈ L(X). If w is neutral, then

�(w) − 1 =
∑

b∈R1(w)

(�(wb) − 1) (1)

Set further pn(X) = Card (Ln(X)), sn(X) = pn+1(X)− pn(X) and bn(X) =
sn+1(X) − sn(X). The sequence pn(X) is called the complexity of X.

The following result is from [3] (see also [2, Lemma 2.12]).

Proposition 2. We have for all n ≥ 0,

sn(X) =
∑

w∈Ln(X)

(�(w)−1) =
∑

w∈Ln(X)

(r(w)−1) and bn(X) =
∑

w∈Ln(X)

m(w).

In particular, the number of left-special (resp. right-special) words of length n is
bounded by sn(X).

Proposition 3. Let X be a shift space. If X is eventually dendric, then the
sequence sn(X) is eventually constant.

Proof. Let N be the threshold of X. By Proposition 2, we have that bn(X) = 0
for all n ≥ N . Thus sn+1(X) = sn(X) for all n ≥ N .

The converse of Proposition 3 is not true, as shown by the following example.

Example 3. Let X be the Chacon ternary shift, which is the substitutive shift
space generated by the morphism ϕ : a �→ aabc, b �→ bc, c �→ abc. It is well known
that the complexity of X is pn(X) = 2n + 1 and thus that sn = 2 for all n ≥ 0
(see [9, Section 5.5.2]). The extension graphs of abc and bca are shown in Fig. 2.

Thus m(abc) = 1 and m(bca) = −1. Let now α be the map on words defined
by α(x) = abcϕ(x). Let us verify that if the extension graph of x is the graph of
Fig. 2 on the left, the same holds for the extension graph of y = α(x). Indeed,
since axa ∈ L(X), the word ϕ(axa) = aabcϕ(x)aabc = ayaabc is also in L(X)
and thus (a, a) ∈ E1(y). Since cxa ∈ L(X) and since a letter c is always preceded
by a letter b, we have bcxa ∈ L(X). Thus ϕ(bcxa) = bcyaabc ∈ L(X) and thus
(c, a) ∈ E1(y). The proof of the other cases is similar. The same property holds
for a word x with the extension graph on the right of Fig. 2. This shows that
there is an infinity of words whose extension graph is not a tree and thus the
Chacon set is not eventually dendric.

a

c

a

b

a

c

a

b

Fig. 2. The extension graphs E1(abc) (on the left) and E1(bca) (on the right).
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Let X be a shift space. We define LSn(X) (resp. LS≥n(X)) as the set of left-
special words of L(X) of length n (resp. at least n) and LS(X) =

⋃
n≥0 LSn(X).

The following result expresses the fact that eventually dendric shift spaces
are characterized by an asymptotic property of left-special words which is a local
version of the property defining Sturmian shift spaces.

Proposition 4. A shift space X is eventually dendric if and only if there is an
integer n ≥ 0 such that any word w of LS≥n(X) has exactly one right extension
wb ∈ LS≥n+1(X) with b ∈ A. Moreover, in that case one has �(wb) = �(w).

Proof. Assume first that X is eventually dendric with threshold m. Then any
word w in LS≥m(X) has at least one right extension in LS(X). Indeed, since
L1(w) has at least two elements and since the graph E1(w) is connected, there
is at least one element of R1(w) which is connected by an edge to more than
one element of L1(w). Next, Eq. (1) shows that for any w ∈ LS≥m(X) which
has more than one right extension in LS(X), one has �(wb) < �(w) for each
such extension. Thus the number of words in LS≥m(X) which are prefix of one
another and which have more than one right extension, is bounded by Card (A).
This proves that there exists an n ≥ m such that for any w ∈ LS≥n(X) there is
exactly one b ∈ A such that wb ∈ LS(X). Moreover, one has then �(wb) = �(w)
by Eq. (1).

Conversely, assume that the condition is satisfied for some integer n. For any
word w in L≥n(X), the graph E1(w) is acyclic since all vertices in R1(w) except
at most one have degree 1. Thus w is weak. Let N be the length of w. Then for
every word u of length N and every b ∈ R1(u), one has �(ub) = 1 except for one
letter b such that �(ub) = �(u). Thus, by Proposition 2,

sN (X) =
∑

u∈LN (X)

(�(u) − 1) =
∑

v∈LN+1(X)

(�(v) − 1) = sN+1(X).

This shows that bN = 0 for every N ≥ n and thus, by Proposition 2 again, all
words in L≥n(X) are neutral. Since all graphs E1(w) are moreover acyclic, this
forces that these graphs are trees and thus that X is eventually dendric with
threshold n.

Example 4. Let X be the Tribonacci shift, which is the episturmian shift gener-
ated by the substitution ϕ : a �→ ab, b �→ ac, c �→ a and let α be the morphism
α : a �→ a, b �→ a, c �→ c. It can be verified that α(X) satisfies the condition of
Proposition 4 with n = 4 and thus it is dendric with threshold at most 4. The
threshold is actually 4 since m(a3) = 1 in α(X).

4 Asymptotic Equivalence

The orbit of x ∈ AZ is the equivalence class of x under the action of the shift
transformation. Thus y is in the orbit of x if there is an n ∈ Z such that
x = σn(y). We say that x is a shift of y if they belong to the same orbit.
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For x ∈ AZ, denote x− = · · · x−2x−1 and x+ = x0x1 · · · and x = x− · x+.
When X is a shift space, we denote X+ the set of right infinite words u such that
u = x+ for some x ∈ X. A right infinite word u ∈ AN is a tail of the two-sided
infinite word x ∈ AZ if u = y+ for some shift y of x, that is u = xnxn+1 · · ·
for some n ∈ Z. The right asymptotic equivalence on a shift space X is the
equivalence defined as follows. Two elements x, y of X are right asymptotically
equivalent if there exists two shifts x′, y′ of x, y such that x′+ = y′+. In other
words, x, y are right asymptotic equivalent if they have a common tail (see
Fig. 3, where, for simplicity, we suppose x = x′ and y = y′). The classes of the
right asymptotic equivalence not coinciding with only one orbit are called right
asymptotic classes (they are called asymptotic components in [7]).

x−

y−
x+ = y+

Fig. 3. Two right asymptotic sequences x, y.

Example 5. The Fibonacci shift X has only one right asymptotic class. It is
formed of the orbits of the two elements x, y ∈ X such that x+ = y+ = ϕω(a)
where ϕω(a) is the Fibonacci word, that is the right infinite word having all
ϕn(a) for n ≥ 1 as prefixes. Indeed, let x, y ∈ X be such that x+ = y+ with
x 	= y. Then all finite prefixes of x+ = y+ are left-special and thus are prefixes
of ϕω(a) (see, for instance, [9]). Thus x+ = y+ = ϕω(a).

If C is a right asymptotic class, it is a union of orbits. The following result
is proved in [7, Lemma 3.2] under a weaker hypothesis that we shall not need
here. We give a proof for the sake of completeness.

Proposition 5. Let X be a shift space such that the sequence sn(X) is bounded
by k. The number of right asymptotic classes is finite and at most equal to k.

Proof. Let (x1, y1), . . . , (xh, yh) be h pairs of distinct elements of X belonging
to asymptotic classes C1, . . . , Ch such that for all 1 ≤ i ≤ h one has x+

i = y+
i

and (xi)−1 	= (yi)−1. For n large enough the prefixes of length n of the x+
i are

h distinct left-special words and thus h ≤ sn(X) since by Proposition 2 the
number of left-special words is bounded by sn(X). This shows that the number
of right asymptotic classes is finite and bounded by k.

Let X be a shift space. For a right asymptotic class C of X, we denote
ω(C) = Card (o(C)) − 1 where o(C) is the set of orbits contained in C. For a
right infinite word u ∈ X+, let �C(u) = Card (a ∈ A | x+ = au for some x ∈ C).
We denote by LS(C) the set of right infinite words u such that �C(u) ≥ 2.
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Proposition 6. Let X be a shift space and let C be a right asymptotic class.
Then

ω(C) =
∑

u∈LS(C)

(�C(u) − 1) (2)

where both sides are simultaneously finite.

In order to prove Proposition 6, we use the following notion. A cluster of
trees is a directed graph which is the union of a (non-trivial) cycle Γ and a
family of disjoint trees (oriented from child to father) Tv with root v indexed
by the vertices v on Γ (see Fig. 4). It is easy to verify that a finite connected
graph is a cluster of trees if and only if every vertex has outdegree 1 and there
is a unique strongly connected component. In a cluster of trees, the number of
leaves (that is, the leaves of the trees Tv not reduced to their root) is equal to∑

u(d−(u) − 1), where d− stands for the indegree function and the sum runs
over the set of internal nodes. Indeed, this is true for one cycle alone since there
are no leaves and every internal node has indegree 1. The formula remains valid
when suppressing a leaf in one of the trees not reduced to its root.

Fig. 4. A cluster of trees.

Proof (of Proposition 6). We first suppose that C does not contain periodic
points which implies that LS(C) does not contain periodic points either. It is
easy to verify that if u, v ∈ LS(C), there exist n,m ≥ 0 such that σn(u) = σm(v).
We build a graph T (C) as follows. The set of vertices of T (C) is o(C) ∪ LS(C).
There will be for each vertex u of T (C) at most one edge going out of u, called
its father.

Let first x ∈ C and let u be the orbit of x. There is, up to a shift of x, at
least one y ∈ C with x 	= y such that y+ = x+. Let n ≥ 0 be the minimal integer
such that x−n 	= y−n. Then v = σ−n+1(x)+ is in LS(C) and depends only on
the orbit u of x. We choose the vertex v as the father of u. Next, for every
u ∈ LS(C), we consider the minimal integer, if it exists, such that v = σn(u) is
in LS(C). Then we choose v as the father of u.

Assume now that ω(C) is finite. Then LS(C) is also finite and T (C) is a finite
tree. Indeed, if u ∈ LS(C), there is at least one x ∈ C such that x+ = u and thus
such that u is an ancestor of the orbit of x. By the claim made above, any two
elements of LS(C) have a common ancestor. Since C does not contain periodic
points, two vertices cannot be ancestors of one another. Thus there is a unique
element of LS(C) which has no father, namely the unique u ∈ LS(C) with a
maximal number of elements of o(C) as descendants. Since it is an ancestor of all
vertices of T (C), this shows that T (C) is a finite tree. Formula (2) now follows
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from the fact that in any finite tree with n leaves and and a set V of internal
vertices, one has n − 1 =

∑
v∈V (d−(v) − 1).

Assume next that the right hand side of Eq. (2) is finite. Then the set LS(C)
is finite and thus T (C) is again a tree with a finite number of internal nodes.
Since the degree of each node is finite, it implies that it has also a finite number
of leaves. Thus ω(C) is finite and Eq. (2) also holds.

Finally, assume that C contains a periodic point. It follows from the definition
of a right asymptotic class that there is exactly one such periodic orbit, since two
periodic points having a common tail are in the same orbit. The proof follows
the same lines as in the first case, but this time T (C) will be a cluster of trees
instead of a tree. The set of leaves of T (C) is, as above, the set o(C) of non
periodic orbits and the other vertices are the elements of LS(C). The unique
father of a vertex is defined in the same way as above. The fact that there is a
unique strongly connected component is a consequence of the fact that there is a
unique periodic orbit in C. Finally, Formula (2) holds with since the number of
leaves is equal to

∑
(d−(u) − 1) − 1, where the sum runs over the set of internal

nodes and the −1 corresponds to the unique periodic orbit.

Example 6. Consider again the image α(X) of the Tribonacci shift by the mor-
phism α : a �→ a, b �→ a, c �→ c (Example 4). There is one right asymptotic class
C made of three orbits represented in Fig. 5 on the left. The class is formed of
the orbits of x, y, z where x+ = α(ϕω(a)) and y+ = z+ = aax+. The tree T (C)
is shown on the right.

x
y

z

y

z
aax+

x

x+

Fig. 5. The right asymptotic class C and the tree T (C).

Using Proposition 6 we can give a characterization of eventually dendric shift
spaces in terms of right asymptotic classes (for the proof, see [6]). We denote
ω(X) =

∑
ω(C), where the sum is over the right asymptotic classes C of X.

Theorem 1. A shift space X is eventually dendric if and only if:

1. The sequence sn(X) is eventually constant, and
2. We have lim sn(X) = ω(X).

For example, the Tribonacci shift is such that sn(X) = 2 for every n ≥ 0
and ω(X) = 2 since there is only one asymptotic class made of 3 orbits. Note
that the Chacon shift X satisfies condition 1 of Theorem 1 but not condition 2.
Indeed, one can verify that sn(X) = 2 for all n ≥ 0 but ω(X) = 1.
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5 Simple Trees

The diameter of a tree is the maximal length of simple paths. We call a tree
simple if its diameter is at most 3. Note that if a simple tree is the extension
graph En(w) in some shift space X of a bispecial word w, then the diameter of
En(w) is at least 3, and it is exactly 3 if and only if any two vertices of En(w)
on the same side (that is, both in Ln(x) or both in Rn(w)) are connected to a
common vertex on the opposite side. For example, if X is the Fibonacci shift,
then E1(a) is simple while E3(a) is not (see Example 1).

We prove the following additional property of the graphs Ek(w).

Proposition 7. Let X be an eventually dendric shift space. For any k ≥ 1 there
exists an n ≥ 1 such that Ek(w) is a simple tree for every w ∈ L≥n(X).

We first prove the following lemma.

Lemma 1. Let X be an eventually dendric shift space. For every k ≥ 1 there
is an n ≥ 1 such that if p,w ∈ L(X) with |p| ≤ k and |w| ≥ n are such that
pw,w ∈ LS(X), then pw, w have a unique right extension in LS(X) for some
letter b ∈ A which is moreover such that �(pwb) = �(pw) and �(wb) = �(w).

Proof. Consider two right asymptotic classes C,D and let u ∈ LS(C), v ∈
LS(D). If C,D are distinct, we cannot have pu = v for some word p. Thus there
is an integer n such that if w is the prefix of length n of u, then pw is not a
prefix of v. Since there is a finite number of words p of length at most k, a finite
number of right asymptotic classes (by Proposition 5) and since for each such
class the set LS(C) is finite (by Proposition 6), we infer that for every k there
exists an n such that for every pair of right asymptotic classes C,D and any
u ∈ LS(C), v ∈ LS(D), if w is a prefix of u and pw a prefix of v, with |p| ≤ k
and |w| = n, then C = D.

Next, assume that w is a prefix of u and pw a prefix of v with u, v ∈ LS(C)
for some right asymptotic class C. If v 	= pu, then there is a right extension w′ of
w such that pw′ is not a prefix of v. By contraposition, if n is large enough, we
have v = pu. We thus choose n large enough so that: all elements of LS(C) for
all right asymptotic components C have distinct prefixes of length n and such
that for every pair of asymptotic classes C,D and any u ∈ LS(C), v ∈ LS(D),
if w is prefix of u and pw is prefix of v with |p| ≤ k and |w| = n then C = D
and pu = v. We moreover assume that n is large enough so that the condition
of Proposition 4 holds. Consider p,w with |p| ≤ k and |w| = n such that pw,w
are left-special. By condition 1, there are right asymptotic components C,D and
elements u ∈ LS(C) and v ∈ LS(D) such that w is a prefix of u and pw a
prefix of v. Because of condition 2, we must have σk(v) = u (and in particular
C = D). Thus there is a unique letter b ∈ A such that wb, pwb ∈ LS(X) which
is moreover such that �(wb) = �(w) and �(pwb) = �(pw) by Proposition 4.

Proof (of Proposition 7). We choose n such that Proposition 4 and Lemma 1
hold. We prove by induction on h with 1 ≤ h ≤ k that for any p, q ∈ Lh(w)
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there is an r ∈ Rk(w) such that pwr, qwr ∈ L(X). This implies that every
reduced path in the tree E�(w) has length at most three, and thus that E�(w) is
a simple tree. The property is true for h = 1. Indeed, set p = a and q = b. Apply
iteratively Proposition 4 to obtain letters c1, . . . , ck such that �(wc1 · · · ci) =
�(wc1 · · · cici+1) and set r = c1 · · · ck. Then awr, bwr ∈ L(X).

Assume next that the property is true for h − 1 and consider ap, bq ∈ Lh(w)
with a, b ∈ A. Replacing if necessary w by some longer word, we may assume that
p, q end with different letters and thus that w is left-special. By the induction
hypothesis, there is a word r ∈ Rk(w) such that pwr, qwr ∈ L(X). By Lemma 1,
the first letter of r is the unique letter c such that �(pwc) = �(pw) and �(qwc) =
�(qw). Thus apwc, bqwc ∈ L(X). Applying Lemma 1 iteratively in this way, we
obtain that apwr, bqwr ∈ L(X).

6 Conjugacy

Let A,B be two alphabets, and X ⊂ AZ and Y ⊂ BZ be two shift spaces. A
map φ : X → Y is called a sliding block code if there exists m,n ∈ N and a
map f : Lm+n+1(X) → B such that φ(x)i = f(xi−m · · · xi+n) for all i ∈ Z and
x = (xi) ∈ X. It can be shown that a map φ : X → Y is a sliding block code if
and only if it is continuous and commutes with the shift, that is φ ◦σA = σB ◦φ
(see, for instance, [10]). Two shift spaces X,Y are said to be conjugate when
there is a bijective sliding block code φ : X → Y . The following result shows
that the property of being eventually dendric is a dynamical property, in the
sense that it only depends on the class of a shift space under conjugacy.

Theorem 2. The class of eventually dendric shift spaces is closed under
conjugacy.

We first treat the following particular case of conjugacy. Let X be a shift space
on the alphabet A and let k ≥ 1. Let f : Lk(X) → Ak be a bijection from the set
Lk(X) of blocks of length k of X onto an alphabet Ak. The map γk : X → AZ

k

defined for x ∈ X by y = γk(x) if, for every n ∈ Z, yn = f(xn · · · xn+k−1) is the
k-th higher block code on X. The shift space X(k) = γk(X) is called the k-th
higher block shift space of X. It is well known that the k-th higher block code is
a conjugacy. We extend the bijection f : Lk(X) → Ak to a map still denoted f
from L≥k(X) to L≥1(X(k)) by f(a1a2 · · · an) = f(a1 · · · ak) · · · f(an−k+1 · · · an).
Note that all nonempty elements of L(X(k)) are image by f of elements of L(X),
that is, L(X(k)) = {f(w) | w ∈ L≥k(X)} ∪ {ε}.

Example 7. Let X be the Fibonacci shift. We show that the 2-block extension
X(2) of X is eventually dendric with threshold 1. Set A2 = {u, v, w} with f :
aa �→ u, ab �→ v, ba �→ w. Since X is dendric, the graph E1(w) is a tree for
every word w ∈ L(X(2)) of length at least 1 (but not for w = ε). Thus X(2) is
eventually dendric. It is actually a tree shift space of characteristic 2 since the
graph E1(ε) is the union of two trees (see Fig. 6).
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u

w

v

u

v

w

u

w

u

v

Fig. 6. The extension graphs E1(ε) (on the left) and E1(vw) (on the right).

Lemma 2. For every k ≥ 1, the k-th higher block shift space X(k) is eventually
dendric if and only if X is eventually dendric.

Proof. We define for every w ∈ L≥k(X) a map from E1(w) to E1(f(w)) as follows.
To every a ∈ L1(w), we associate the first letter λ(a) of f(aw) and to every
b ∈ R1(w), we associate the last letter ρ(b) of f(wb). Then, since f(awb) =
λ(a)f(w)ρ(b), the pair (a, b) is in E1(w) if and only if (λ(a), ρ(b)) is in E1(f(w)).
Thus, the maps λ, ρ define an isomorphism from E1(w) onto E1(f(w)).

Thus we conclude that X is eventually dendric with threshold m if and only
if X(k) is eventually dendric with threshold M with 0 ≤ M ≤ max(1,m−k+1).

Example 8. Let X be the Fibonacci shift. For all k ≥ 2, X(k) is an eventually
dendric shift space with threshold 1.

A morphism α : A∗ → B∗ is called alphabetic if α(A) ⊆ B.

Lemma 3. Let X be an eventually dendric shift space on the alphabet A and
let α : A∗ → B∗ be an alphabetic morphism which induces a conjugacy from X
onto a shift space Y . Then Y is eventually dendric.

Proof. Since α is invertible, there exists map f : L2r+1(Y ) → A, with r ≥ 0,
such that for x = (xk)k∈Z and y = (yk)k∈Z, one has y = α(x) if and only if
for every k ∈ Z, one has xk = f(yk−r · · · yk−1ykyk+1 · · · yk+r). We extend the
definition of f to a map from L≥2r+1 to A: for w = b1−r · · · bn+r ∈ L≥2r+1(Y ),
set f(w) = a1 · · · an where ai = f(bi−r · · · bi · · · bi+r). Note that if u = f(w)
and w = svt with s, t ∈ Lr(Y ), then v = α(u). Let n be the integer given by
Proposition 7 for k = r + 1. We claim that every graph E1(w) for |w| ≥ n + 2r
is a tree. Let indeed s, t ∈ Lr(Y ) and v ∈ L≥n(Y ) be such that w = svt. Let
u = f(svt). Let E′

k(u) = {(p, q) ∈ Lk(u)×Rk(u) | α(puq) ∈ BwB} and let L′
k(u)

(resp. R′
k(u)) be the set of p ∈ Lk(u) (resp. q ∈ Rk(u)) which are connected to

Lk(u) (resp. Rk(u)) by an edge in E′
k(u). Let E ′

k(u) be the subgraph of Ek(u)
obtained by restriction to the set of vertices which is the disjoint union of L′

k(u)
and R′

k(u) (and that thus has E′
k(u) as set of edges).

The graph E ′
k(u) is a simple tree. Indeed, by Proposition 7, the graph Ek(u)

is a simple tree. We may assume that u is k-bispecial (otherwise, the property is
obviously true). Let (p, q) be an edge of E ′

k(u). Then (p, q) is an edge of Ek(u) and
since the latter is a simple tree either p is the unique vertex in Lk(u) such that
pu is right-special or q is the unique vertex in Rk(u) such that uq is left-special
(both cases can occur simultaneously). Assume the first case, the other being
proved in a symmetric way. If (p′, q′) is another edge of E ′(u), then (p, q′) is an
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edge of Ek(u). Since α(p) ∈ Bs and α(q) ∈ tB, we have actually (p, q′) ∈ E′
k(u).

Thus E ′
k(u) contains the two vertices of Ek(u) connected to more than one other

vertex and this implies that E ′
k(u) is a simple tree. For p ∈ L′

k(u), let λ(p) be
the first letter of α(p) and for q ∈ R′

k(u), let ρ(q) be the last letter of α(q).
The graph E1(w) is the image by the maps λ, ρ of the graph E ′

k(u). Indeed,
one has (a, b) ∈ E1(w) iff there exist (p, q) ∈ E′

k(u) such that λ(p) = a and
ρ(q) = b. Let us consider a graph homomorphism φ preserving bipartiteness and
such that left vertices are sent to left vertices and right vertices to right ones:
Then, it is easy to verify that the image of a simple tree by φ is again a simple
tree. Thus E1(w) is a simple tree, which concludes the proof.

Proof (of Theorem 2). Every conjugacy is a composition of a higher block code
and an alphabetic morphism (see [10, Proposition 1.5.12]). Thus Theorem 2 is a
direct consequence of Lemmas 2 and 3.

Example 9. The fact that the image of the Tribonacci shift by the morphism α
given in Example 4 is eventually dendric is actually a consequence of Theorem 2.
Indeed α is an alphabetic morphism and thus a conjugacy. Images of episturmian
shift spaces by non trivial alphabetic morphisms have been investigated in [12].

An interesting open question is whether the class of eventually dendric shifts
is closed under taking factors, that is, images by a sliding block code not nec-
essarily bijective. It would also be interesting to know whether the conjugacy of
effectively given eventually dendric shifts is decidable (the conjugacy of substi-
tutive shifts was recently shown to be decidable [8]).
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Abstract. This paper is dedicated to studying decidability properties
of some regular languages theories. We prove that the regular languages
theory with the Kleene star only is decidable. If we use union and con-
catenation simultaneously then the theory becomes both Σ1- and Π1-
hard over the one-symbol alphabet. Finally, we prove that the regular
languages theory over one-symbol alphabet with union and the Kleene
star is equivalent to arithmetic. The Kleene star is definable with union
and concatenation, hence, the previous theory is equivalent to arithmetic
also.

Keywords: Regular languages · Theory · Union · Concatenation ·
Kleene star · Quantifier elimination · Arithmetic · Undecidability

1 Introduction

One of the most important problems in mathematical logic is to study algorith-
mic decidability properties of different theories. Some classical results in this
area are undecidability of Peano arithmetic, of group and semigroup theories
etc. Examples of decidable theories are Presburger arithmetic, abelian groups
theory, Boolean algebras theory etc. Some more recent results are connected to
word theories. In [3,4] it was proved that the words theory over two-symbol
alphabet with concatenation is essentially undecidable. In [10,11] it was proved
that a variant of Robinson arithmetic is interpretable is this theory.

In this article we study some variants of regular languages theory. This inter-
est is due to importance of such languages for formal linguistic and automata the-
ory. Also regular languages have a lot of practical applications in compiler design,
text processing algorithms, and many others. Each regular language has good
decidability properties itself, many natural problems are decidable for them: the
equivalence, the membership, the emptiness, the infinity problem etc.

But what about the set of all regular languages? If we consider the set of
all regular languages (over fixed alphabet) with language-wide operations as
a universe then analogous decidability questions naturally appear. With cor-
respondence w ↔ {w} it is easy to reduce concatenation theory of words to
concatenation theory of languages. Hence, the last is undecidable.
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In our paper we consider regular languages theory with different sets of classi-
cal operations. Section 2 of this article contains some basic definitions. In Sect. 3
we study the theory T1 of regular languages with the Kleene star operation only.
We prove that T1 admits effective quantifier elimination, hence, it is decidable.
In Sect. 4 we consider the theory T2 of regular languages over one-symbol alpha-
bet with union and concatenation. It is proved that T2 is both Σ1- and Π1-hard.
In Sect. 5 we study the theory T3 of regular languages over one-symbol alphabet
with union and the Kleene star. We establish that elementary arithmetic can
be interpreted in T3. Also we prove that theory T4 of regular languages with
all operations (union, concatenation, Kleene star) can be interpreted in arith-
metic. Thus, the theories T3, T4 and arithmetic are algorithmically equivalent.
The Kleene star can be expressed via union and concatenation, therefore, T2 is
equivalent to arithmetic also.

2 Preliminaries

An alphabet is a finite set of symbols. A word over an alphabet Σ is a finite
sequence of symbols from Σ. The length of w is denoted |w|. The empty word is
a word of zero length, it is denoted ε. Concatenation of two words u and v is a
word which is obtained by appending v is the end of u. Concatenation of words
u and v is denoted u · v or simply uv. The i-th power of the word w is the word
ww . . . w where w is repeated i times. In particular, w0 = ε for every word w.

A language over an alphabet Σ is an arbitrary set of words over Σ. A union of
two languages L1 and L2 is a usual union of the sets L1 and L2. Concatenation
of languages L1 and L2 is the language L1 · L2 = {uv : u ∈ L1, v ∈ L2 }. A
Kleene star of the language L is the language L∗ consisting of concatenations
of all possible sequences of words from L, i.e. L∗ = {w1w2 . . . wn : n ≥ 0, wi ∈
L for every i }. Since the case n = 0 is possible so L∗ always contains the empty
word ε. Obviously, (L∗)∗ = L∗. L∗ is finite if and only if L = ∅ or L = { ε }, in
both cases L∗ = { ε }.

The language L over the alphabet Σ = { a1, a2, . . . , an } is regular if it can
be obtained from the languages ∅, { ε }, { a1 }, . . . , { an } in finitely many steps
with union, concatenation, and the Kleene star (for precise definitions see [1]). A
deterministic finite automaton (DFA) is a quintuple M = (Q,Σ, δ, q0, F ), where
Q is a finite set of states, Σ is an input alphabet, q0 ∈ Q is an initial state, F ⊆ Q
is a set of final states, and δ : Q×Σ → Q is a program. A word w = a1a2 . . . an is
accepted by a DFA M if there exists a sequence of states q0, q1, . . . , qn such that
qn ∈ F , δ(qi, ai+1) = qi+1 for every 0 ≤ i < n. A DFA M recognizes a language
of all words accepted by M . It is known (see [1,5,6]) that the language L is
regular if and only if it is accepted by some DFA.

A theory T is a set of first-order formulas closed under logic inference. For-
mulas ϕ and ψ are equivalent in the theory T if (ϕ ↔ ψ) ∈ T . This is denoted
ϕ ≡T ψ. A theory T admits quantifier elimination if for every formula ϕ there
exists a quantifier-free formula ψ ≡T ϕ. For quantifier elimination it is enough
to eliminate an existential quantifier from all formulas of kind (∃x)ϕ where
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ϕ is an elementary conjunction (see [2]). A n-ary relation P is definable in
a theory T if there exists a formula ϕ such that ϕ does not contain P and
P (x1, . . . , xn) ≡T ϕ(x1, . . . , xn). Similarly, the n-ary function f is definable in
the theory T if there exists a formula ϕ such that ϕ does not contain f and
f(x1, . . . , xn) = y ≡T ϕ(x1, . . . , xn, y). The theory of a structure A is the set of
all formulas which are true in A.

3 Decidability of Regular Languages Theory
with the Kleene Star

In this section we study the regular languages theory T1 over an arbitrary alpha-
bet Σ = { a1, . . . , an } with constant ∅(0) (empty language) and operation ∗(1)

(the Kleene star).
Let us note some properties of the Kleene star.

Lemma 1. (1) There exists a language L1 such that L = L∗
1 if and only if

L = L∗.
(2) If L = L∗ and L �= { ε } then there exist infinitely many languages Li such
that L∗

i = L.
(3) There exist infinitely many languages which are Kleene stars.
(4) There exists an infinite family of languages Li such that L∗

i �= Li and L∗
i �= L∗

j

for all i �= j.

Proof. (1) If L∗
1 = L then L∗ = (L∗

1)
∗ = L∗

1 = L.
(2) Let w be an arbitrary nonempty word from L. Let Li = L \ {wi } for i ≥ 2.
Then L∗

i = L, and all languages Li are different.
(3) All languages { ai

1 }∗ are different.
(4) Let Li = {w ∈ Σ∗ : |w| ≥ i }, i ≥ 1. All these languages are different,
Li �= L∗

i because ε ∈ L∗
i \ Li. If i < j then the shortest word from Lj is longer

than the shortest word form Li. Therefore, L∗
i �= L∗

j . �

Theorem 1. The theory T1 admits quantifier elimination.

Proof. It is enough to eliminate a quantifier from (∃x)ϕ, where the elementary
conjunction ϕ can contain formulas of the forms x = t, x∗ = t, x = x∗, x �= t,
x∗ �= t, and x �= x∗. Until the proof end symbols r, s, t (possibly with indices)
denote terms without the variable x. We suppose that ϕ has no terms of the
form (y∗)∗ because (y∗)∗ = y∗. We consider several possible cases.

Case 1. If ϕ is x = t ∧ ϕ′ then (∃x)(x = t ∧ ϕ′) ≡T1 (ϕ′)x
t , where (ϕ′)x

t is
obtained from ϕ by replacing x with t. Therefore, we assume in the following
that ϕ doesn’t contain x = t.

Case 2. Let ϕ contain both x = x∗ and x∗ = t: (∃x)(x = x∗ ∧x∗ = t∧ϕ′). Then

(∃x)ϕ ≡T1 (∃x)(x = t ∧ x = x∗ ∧ x∗ = t ∧ ϕ′) ≡T1 t = t∗ ∧ (ϕ′)x
t .
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Case 3. Let ϕ contain x∗ = t but no x = x∗. Then (∃x)ϕ is

(∃x)(x∗ = t ∧
k∧

i=1

x∗ = ti ∧
l∧

i=1

x �= ri ∧
m∧

i=1

x∗ �= si ∧ x �= x∗).

If one of k, l, or m is zero then the corresponding conjunction is missing. The
part x �= x∗ may also be missing. Substituting t instead of x∗ we have

(∃x)ϕ ≡T1 (∃x)(x∗ = t ∧
p∧

i=1

x �= ri) ∧
k∧

i=1

t = ti ∧
m∧

i=1

t �= si.

Here p = l if ϕ doesn’t contain x �= x∗, and p = l + 1, rl+1 = t otherwise.
If t∗ = t and t �= { ε } then by Lemma 1 t is a Kleene star result for infinitely

many languages. Hence, t is a Kleene star of some language rather than r1, . . . , rp,
and the conditions x �= ri may be omitted. Hence, (∃x)x∗ = t ≡T1 t = t∗ by
Lemma 1.

If t = { ε } then x can be only either ∅ or { ε }. Then either all languages
r1, . . . , rp must be different from ∅, or they must be different from { ε }.

Combining both variants we obtain the following equivalence:

(∃x)ϕ ≡T1

(
t = ∅∗ → (

p∧

i=1

ri �= ∅ ∨
p∧

i=1

ri �= ∅∗)
)

∧ t = t∗ ∧
k∧

i=1

t = ti ∧
m∧

i=1

t �= si.

Case 4. Let ϕ contain subformula x = x∗ but no x∗ = t: (∃x)ϕ is

(∃x)(x = x∗ ∧
k∧

i=1

x �= si ∧
l∧

i=1

x∗ �= ri).

Substituting x instead of x∗ we obtain

(∃x)ϕ ≡T1 (∃x)(x = x∗ ∧
k∧

i=1

x �= si ∧
l∧

i=1

x �= ri).

By Lemma 1 there are infinitely many languages which are Kleene stars, hence,
the last formula is true in T1.

Case 5. Finally, let us suppose that ϕ contains only inequalities: (∃x)ϕ is

(∃x)(
k∧

i=1

x �= ri ∧
l∧

i=1

x∗ �= si ∧ x �= x∗).

Again x �= x∗ may be missing. In this case (∃x)ϕ is true also due to Lemma 1:
there are infinitely many languages which are not Kleene stars. �

Corollary 1. The theory T1 is decidable.
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4 Undecidability of Regular Languages Theory
with Union and Concatenation

In this section we study the regular languages theory T2 over the alphabet { 0 }
with a constant 0(0) (the language { 0 }), operations +(2) (union) and ·(2) (con-
catenation). The following relations and functions are definable in T2 with +:

– inclusion: x ⊆ y ≡T2 x + y = y;
– intersection: x ∩ y = z ≡T2 z ⊆ x ∧ z ⊆ y ∧ (∀u)((u ⊆ x ∧ u ⊆ y) → u ⊆ z);
– the empty language ∅: x = ∅ ≡T2 (∀y)x + y = y;
– the set of all words over alphabet { 0 }: x = 0∗ ≡T2 (∀y)x + y = x;
– complement x̄: x̄ = y ≡T2 x + y = 0∗ ∧ x ∩ y = ∅;
– subtraction: x \ y = z ≡T2 x ∩ ȳ = z;
– cardinality test Cardk(x) for every fixed natural k. The formula Cardk(x)

says that the language x contains exactly k words:

Card1(x) ≡T2 x �= ∅ ∧ (∀y)(y ⊆ x → (y = ∅ ∨ y = x));
Cardk+1(x) ≡T2 (∃y)(y ⊆ x ∧ Cardk(x \ y) ∧ Card1(y)).

The constant ε denoting the language { ε } can be defined with concatenation:

x = ε ≡T2 (∀y)x · y = y.

Let the relation Multk(x, y) denote the following: the language x contains one
word 0n, n �= 0, and y contains one word 0kn for some natural n. This relation
is definable in T2 as follows:

Multk(x, y) ≡T2 Card1(x) ∧ x �= ε ∧ y = x · x · . . . · x︸ ︷︷ ︸
k times

.

We prove undecidability of T2 by reducing to it the halting problem for
two-counter machines. A two-counter machine (see [7]) has a finite set of states
Q = { q0, q1, . . . , qn−1 }, an initial state q0, a final state qf , two counters a and
b, and an instruction set which are of the form:

– the increment instruction qi c = c + 1; qj means that in the state qi the
machine increases its counter c by one and moves to the state qj ;

– the decrement instruction qi if c �= 0 then c = c − 1; qjelse qk means that
in the state qi the machine decreases its counter c by one and moves to the
state qj if c > 0, otherwise it does not change c and moves to the state qk.

Configuration of a counter machine is a triple (qi, a, b) where qi is a state, a
and b are naturals. (qi, a, b) �M (qj , a

′, b′) means that the machine moves from
the configuration (qi, a, b) to the configuration (qj , a

′, b′) in one step. �∗
M denotes

reflexive and transitive closure of the relation �M . The machine M halts on an
input (a, b) if (q0, a, b) �∗

M (qf , a′, b′) for some a′ and b′. Remember that Σ1 is a
class of recursive enumerable sets and Π1 is a class of its complements (see [8]).
It is known (see [7]) that halting problem and its complement are respectively
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Σ1- and Π1-hard for two-counter machines for initial configurations of the form
(q0, 0, 0).

In the proof of the next theorem we show the method of modeling a counter
machine using regular languages. In the next section we will prove stronger
version of this theorem but the proof will be technically more difficult.

Theorem 2. The theory T2 is Σ1-hard and Π1-hard.

Proof. We reduce the halting problem and its complement to T2. Let M be any
two-counter machine with the set of states Q = { q0, q1, . . . , qm−1 } and the set
of instructions P = { p1, . . . , ps }. Let us suppose that the state q0 is initial and
the state q1 is final. We encode the configuration (qi, a, b) by the word of length
2i3a5b.

Now for every l, 1 ≤ l ≤ s, we construct a formula Stepl(x, y) expressing the
following property:

– both languages x and y contain exactly one word each;
– if x contains the code of configuration c1 then y contains the code of config-

uration c2 such that c1 �M c2 according to the instruction pl.

Note that we do not check whether x and y indeed contain the correct code
because we cannot express the property that the word length is of the form
2i3a5b.

We use two auxiliary formulas Statei(x) and ChangeStatei,j(x, y). The for-
mula Statei(x) says that the configuration of code x has the state qi:

(∃z)Mult2i(z, x) ∧ ¬(∃u)Mult2i+1(u, x).

The formula ChangeStatei,j(x, y) says that x and y encode two equal configura-
tions except the state, x has the state qi and y has the state qj :

(∃z)(Mult2i(z, x) ∧ Mult2j (z, y)) ∧ ¬(∃u)Mult2i+1(u, x).

If pl ∈ P is qi a = a + 1; qj then we construct a formula Stepl(x, y) as

(∃z)(ChangeStatei,j(x, z) ∧ Mult3(z, y)).

If pl ∈ P is qi if a �= 0 then a = a−1; qjelse qk then a formula Stepl(x, y) is
(
¬(∃z)Mult3(z, x) → ChangeStatei,k(x, y)

)
∧

∧
(
(∃z)Mult3(z, x) → (∃u)(Mult3(u, x) ∧ ChangeStatei,j(u, y))

)
.

For the counter b formulas Stepl(x, y) are obtained by replacing 3 with 5.
The formula Step(x, y) says that the machine M moves in one step from the

configuration of code x to the configuration of code y:

s∨

l=1

Stepl(x, y).
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The formula Closed(x) says: if the language x contains the code of a con-
figuration c then it contains the codes of all configurations reachable from c.
I.e. Closed(x) is:

(∀u)(∀v)((u ⊆ x ∧ Step(u, v)) → v ⊆ x).

The formula Reachable(x) says that the language x contains the word 0
encoding the initial configuration (q0, 0, 0), the codes of all configurations reach-
able from (q0, 0, 0), and no other word, i.e. that x is the smallest closed language
containing 0:

0 ⊆ x ∧ Closed(x) ∧ (∀y)((0 ⊆ y ∧ Closed(y)) → x ⊆ y).

Now we can describe the reductions. Let ϕ and ψ be the next formulas
correspondingly:

(∃x)(Reachable(x) ∧ (∃y)(y ⊆ x ∧ State1(y))),
(∃x)(Reachable(x) ∧ ¬(∃y)(y ⊆ x ∧ State1(y))).

The formula ϕ says that the final configuration is reachable from (q0, 0, 0),
and ψ says that it is not reachable. Then ϕ ∈ T2 if and only if M halts on
(q0, 0, 0), and ψ ∈ T2 if and only if M does not halt on (q0, 0, 0). Therefore, the
theory T2 is both Σ1- and Π1-hard. �


5 Undecidability of Regular Languages Theory
with Union and the Kleene Star

In this section we study the regular languages theory T3 over the alphabet { 0 }
with the constant 0(0) (the language { 0 }) and operations +(2) (union) and ∗(1)

(the Kleene star).
Since the signature of T3 contains union, all relations and functions from the

beginning of the previous section are also definable in T3, because concatenation
wasn’t used. The constant ε denoting the language { ε } can be defined with
Kleene star as ∅∗.

The following lemma is evident.

Lemma 2. If the relation Multki
(x, y) is definable in T3 for naturals k1, . . . , kn

then Multm(x, y) is also definable for the product m = k1 . . . kn.

Our main technical result is the following.

Lemma 3. The relations Multk(x, y) are definable in T3 for k = 2, 3, 5, 7.

Proof. Let the relation Multk1,...,km
(x, y) mean that the language x contains a

single word 0p, and the language y contains exactly the words 0k1p, . . . , 0kmp for
some natural p �= 0. Obviously, if Multk1(x, y), . . . ,Multkm

(x, y) are definable,
then Multk1,...,km

(x, y) is also definable:

(∃z1) . . . (∃zm)(Multk1(x, z1) ∧ · · · ∧ Multkm
(x, zm) ∧ y = z1 + · · · + zm).



126 S. Dudakov and B. Karlov

The formula Mult2,3(x, y) can be defined as

Card1(x) ∧ Card2(y) ∧ x∗ \ x = y∗.

Indeed, let L = { 0p } where p is some natural, L1 = L∗ \ L. Then L1 =
{ ε, 02p, 03p, 04p, . . . } = { 02p, 03p }∗. Thus, L1 is a Kleene star of some language
containing exactly two words. On the other hand, every such language must
contain both words 02p and 03p because they cannot be obtained from shorter
words.

Now we define Mult2(x, y) and Mult3(x, y) correspondingly:

Card1(y) ∧ (∃z)(Mult2,3(x, z) ∧ y ⊆ z) ∧ ¬(∃u)(Card2(u) ∧ x∗ \ (x + y) = u∗);

Card1(y) ∧ (∃z)(Mult2,3(x, z) ∧ y ⊆ z) ∧ ¬Mult2(x, y).

If we remove 03p from L1 then we get L2 = { ε, 02p, 04p, 05p, 06p, . . . }. This
language is a Kleene star of { 02p, 05p }. Removing 02p from L1 we get L3 =
{ ε, 03p, 04p, 05p, 06p, . . . }. If L3 is a Kleene star of some language L′

3 then L′
3

must contain at least three words 03p, 04p, 05p because neither of these words
can be represented as concatenation of two shorter nonempty words from L3.

The construction of Multk(x, y) for k = 5, 7 follows the same idea. The
formula Mult5,7(x, y) is

(∃z)(∃u)(∃v)(Mult2,3,4(x, u) ∧ Mult6,8,9(x, v) ∧
∧Card5(z) ∧ x∗ \ (x + u) = z∗ ∧ y = z \ v).

Here z must be { 05p, 06p, 97p, 08p, 09p } and y = { 05p, 07p }. Then we use the
equality { ε, 05p, 06p, 08p, 09p, . . . } = { 05p, 06p, 08p, 09p }∗. On the other hand,
any language L4 such that L∗

4 = { ε, 06p, 07p, 08p, 09p, . . . } must include at least
{ 06p, 07p, 08p, 09p, 010p, 011p }:

Mult5(x, y) ≡T3Card1(y) ∧ (∃z)(∃u)(Mult5,7(x, z) ∧ Mult2,3,4(x, u)∧
∧y ⊆ z ∧ ¬(∃v)(Card4(v) ∧ x∗ \ (x + u + y) = v∗)),

Mult7(x, y) ≡T3Card1(y) ∧ (∃z)(∃u)(Mult5,7(x, z) ∧ Mult2,3,4(x, u)∧
∧ y ⊆ z ∧ (∃v)(Card4(v) ∧ x∗ \ (x + u + y) = v∗). �


Corollary 2. The constants 02, 03, 05, 07 are definable in T3.

Lemma 4. The following relation Join(x, y, z) is definable in T3: x, y, and z
contain one word each, and if x = { 0p } and y = { 0q } for some co-primes p
and q then z = { 0pq }.
Proof. Let us define Join(x, y, z) as

Card1(x) ∧ Card1(y) ∧ Card1(z) ∧ z∗ = x∗ ∩ y∗.

If L1 = { 0p } and L2 = { 0q } then L∗
1 ∩ L∗

2 = { 0pqi : i ≥ 0 } because p and q are
co-prime. Therefore, L∗

1 ∩ L∗
2 = { 0pq }∗. �
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Theorem 3. For every arithmetical formula ϕ one can construct a formula ψ
such that ϕ is true in arithmetic if and only if ψ ∈ T3.

Proof. It is known (see [9]) that two numbers can be multiplied by a counter
machine with only three counters. We use next three-counters machines:

– M1 moves a number from the first counter into the second one:

(q0, a, 0, 0) �∗ (q1, 0, a, 0);

– M2 computes the sum of the first two counters:

(q0, a, b, 0) �∗ (q1, a + b, 0, 0);

– M3 computes the product of the first two counters:

(q0, a, b, 0) �∗ (q1, ab, 0, 0).

Like in the proof of Theorem 2 we can construct the formulas Closedi(x)
saying the following: if 0c ∈ x where c = 2j3a5b7d is code of Mi configuration
(qj , a, b, d) then x contains codes of all reachable configurations. Concatenation
was used only to construct the formulas Multk(x, y). But since each Mi has only
three counters we only need the formulas Multk(x, y) where k is either power of
2 or one of 3, 5, 7. All such relations are definable in T3 by Lemmas 2 and 3.

The formula Primesp1,...,pm
(x) says that x = { 0n } where n = pα1

1 . . . pαm
m for

some primes p1, . . . , pm ∈ { 2, 3, 5, 7 }:

Primesp1,...,pm
(x) ≡T3 x = 0 ∨

(
x �= ε ∧ Card1(x) ∧

∧(∀y)((Card1(y) ∧ x ⊆ y∗) → (y = 0 ∨ y ⊆ (0p1)∗ ∨ · · · ∨ y ⊆ (0pm)∗))
)
.

In particular, the formula Primesp(x) says x = { 0pα } for some α.
The formula Conf(x) says that x = { 0c } where c encodes some configuration:

Conf(x) ≡T3 Primes2,3,5,7(x).

The formula InitConf1(x) ≡T3 Primes3(x) says that x = {0c} where c
encodes an initial configuration of M1, InitConf2(x) ≡T3 InitConf3(x) ≡T3

Primes3,5(x) says that x = { 0c } where c encodes an initial configuration of
M2 or M3.

Analogously formulas FinalConfi(x) says that x encodes a final configuration:
State1(x) ∧ Primes2,5(x) and State1(x) ∧ Primes2,3(x) correspondingly.

The formula Resulti(x, y) says that x encodes an initial configuration of Mi

and y encodes a corresponding final configuration:

InitConfi(x) ∧ FinalConfi(y) ∧ (∀u)((x ⊆ u ∧ Closedi(u)) → y ⊆ u).
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We represent a natural n by { 03
n }. The formula Add(x, y, z) says that the

language z represents the sum of numbers represented by x and y:

Primes3(x) ∧ Primes3(y) ∧ (∃u)(∃v)(∃w)(∃t)(Result1(y, u) ∧
∧Mult2(v, u) ∧ Join(x, v, w) ∧ Result2(w, t) ∧ Mult2(y, t)).

Let x = { 03
a } and y = { 03

b }. Then u = { 02×5b }, v = { 05
b }, w = { 03

a5b },
t = { 02×3a+b }, and y = { 03

a+b }.
Using the same method we can construct the formula Mult(x, y, z) for mul-

tiplication:

Primes3(x) ∧ Primes3(y) ∧ (∃u)(∃v)(∃w)(∃t)(Result1(y, u) ∧
∧Mult2(v, u) ∧ Join(x, v, w) ∧ Result3(w, t) ∧ Mult2(y, t)).

Now we can describe reduction from arithmetic to T3. Let ϕ be an arbitrary
arithmetical formula. We may suppose that all atomic subformulas of ϕ are of
the forms x+y = z or x×y = z where x, y, z are variables. For every arithmetical
formula θ we construct its translation T(θ) by induction:

– T(x + y = z) is Add(x, y, z);
– T(x × y = z) is Mult(x, y, z);
– T(χ ◦ θ) is T(χ) ◦ T(θ) for ◦ ∈ {∧,∨,→ };
– T(¬θ) is ¬T(θ);
– T((∃x)θ) is (∃x)(Primes3(x) ∧ T(θ));
– T((∀x)θ) is (∀x)(Primes3(x) → T(θ)).

Let ψ be T(ϕ). Then ϕ is true in arithmetic if and only if ψ ∈ T3. �

Finally, let us consider the regular languages theory T4 over an arbitrary

alphabet Σ = { a1, . . . , an } with constants a
(0)
1 , . . . , a

(0)
n and operations +(2),

·(2), and ∗(1). The constant ai is interpreted as the language { ai }, other symbols
have previous meaning.

Theorem 4. For every formula ϕ one can construct an arithmetical formula ψ
such that ϕ ∈ T4 if and only if ψ is true in arithmetic.

Proof. We suppose that all atomic subformulas of ϕ are of the forms x + y = z,
x · y = z, x∗ = y, or x = ai.

Let us fix some “reasonable” numeration of all DFA and let Mn be a DFA of
number n. We may suppose that for every number n there exists a DFA M with
the number n. There are algorithms which given DFA M1 and M2 construct
DFA recognizing the languages L(M1) ∪ L(M2), L(M1) · L(M2), and L(M1)∗

(see [1,5]). Then the relations L(Mx) ∪ L(My) = L(Mz), L(Mx) · L(My) =
L(Mz), and L(Mx)∗ = L(My) are recursive. But every recursive relation is rep-
resentable in arithmetic (see [2]). Let corresponding formulas be Union(x, y, z),
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Concat(x, y, z), and Star(x, y). Let ni be the number of some DFA recognizing
{ ai }. For every formula ϕ we construct its translation by induction:

– T(x = ai) is x = 1 + · · · + 1︸ ︷︷ ︸
ni times

;

– T(x + y = z) is Union(x, y, z);
– T(x · y = z) is Concat(x, y, z);
– T(x∗ = y) is Star(x, y);
– T(χ ◦ θ) is T(χ) ◦ T(θ) for ◦ ∈ {∧,∨,→ };
– T(¬θ) is ¬T(θ);
– T((∃x)θ) is (∃x)T(θ);
– T((∀x)θ) is (∀x)T(θ).

Let ψ be T(ϕ). Then ϕ ∈ T4 if and only if ψ is true in arithmetic. �

Corollary 3. The theories T3, T4 and arithmetic are recursively isomorphic.

Corollary 4. The theory T2 and arithmetic are recursively isomorphic.

Proof. It is enough to define the Kleene star with union and concatenation:

x∗ = y ≡T4 x ⊆ y ∧ y · y = y ∧ (∀z)((x ⊆ z ∧ z · z = z) → y ⊆ z). �


Corollary 5. The theories T2, T3, and T4 are undecidable.

6 Conclusion

We have considered classical operations on languages: union, concatenation and
the Kleene star. We have proved that the regular language theory is decidable
with the Kleene star only but undecidable with union and other operations.

Some interesting questions remain open.

– What is the exact place of the regular languages theory with concatenation
only in arithmetical hierarchy?

– Does an answer to the previous question depend on the alphabet size?
– Is the regular languages theory with union only decidable?
– Are there other operations on regular languages with decidable theory?
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Abstract. It is NP-hard to determine the minimum number of branch-
ing vertices needed in a single-source distance-preserving subgraph of an
undirected graph. We show that this problem can be solved in polyno-
mial time if the input graph is an interval graph.

In earlier work, it was shown that every interval graph with k terminal
vertices admits an all-pairs distance-preserving subgraph with O(k log k)
branching vertices [13]. We extend this result to bi-interval graphs; these
are graphs that can be expressed as the strong product of two interval
graphs. We present a polynomial time algorithm that takes a bi-interval
graph with k terminal vertices as input, and outputs an all-pairs distance-
preserving subgraph of it with O(k2) branching vertices. This bound is
tight.

1 Introduction

Distance-preserving minors were introduced by Krauthgamer and Zondiner [19].
They showed that every undirected graph with k terminals admits a distance-
preserving minor with O(k4) vertices and edges.

Distance-preserving subgraphs are closely related to distance-preserving
minors. In fact, for many graph classes, distance-preserving minors are obtained
by first constructing distance-preserving subgraphs and then contracting edges
adjacent to vertices of degree 2.

Definition 1 (Distance-preserving subgraph). Given an undirected graph
G = (V,E) and two subsets of vertices S ⊆ V, T ⊆ V , we say that a subgraph
H(V,E′) of G is distance-preserving for (G,S, T ) if for all pairs of vertices
(u, v) ∈ S × T , we have dG(u, v) = dH(u, v), where dG and dH denote the
distances in G and H respectively.

If S = T , then the distance-preserving subgraph is called an all-pairs distance-
preserving subgraph. If |S| = 1, then the distance-preserving subgraph is called
a single-source distance-preserving subgraph. In both cases, the vertices of T are
called terminals.
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In such cases, the size of the distance-preserving minor depends solely on
the number of vertices of degree 3 or more in the distance-preserving subgraph.
We call such vertices branching vertices. It is therefore natural to minimize the
number of branching vertices while constructing distance-preserving subgraphs.
An optimal distance-preserving subgraph is one which has the minimum number
of branching vertices.

The O(k4) upper bound of Krauthgamer and Zondiner is obtained through
distance-preserving subgraphs. In subsequent work, Krauthgamer, Nguyên and
Zondiner showed that this bound is tight by exhibiting a planar graph on k
terminals for which every distance-preserving subgraph has Ω(k4) branching
vertices [18, Section 5].

Gajjar and Radhakrishnan [13] study the problem of constructing distance-
preserving subgraphs of interval graphs and showed that every interval graph
with k terminals has an optimal all-pairs distance-preserving subgraph with
O(k log k) branching vertices. They also showed that this bound is tight. We
later present a setting (borrowed from [13, Section 1.2]) in which this problem
may be applied to interval graphs.

In this work we consider the algorithmic version of this problem; namely the
efficiency of computing optimal distance-preserving subgraphs. This problem
was already shown to be NP-complete for general graphs [13]. We observe that
the same proof shows that even the single-source version of the problem is NP-
complete for general graphs (see Theorem 3). We show the following result.

Theorem 1 (Single-source interval graphs). There exists a polynomial time
algorithm that, given an interval graph G with a source s and k terminals
t1, t2, . . . , tk as input, constructs an optimal shortest path tree which preserves
the distances between each (s, ti) pair.

In other words, there is a polynomial time algorithm that takes an interval
graph as input and outputs an optimal single-source distance-preserving sub-
graph of it.

As stated above, the upper bound for interval graphs is significantly better
than the lower bound for general graphs. We ask if similar better upper bounds
can be established for super-classes of interval graphs. Since interval graphs are
precisely the graphs of boxicity one, a natural candidate is graphs of boxicity
two (intersection graphs of axis-parallel rectangles). However, it can be shown
that there are graphs of boxicity two with k terminals for which every all-pairs
distance-preserving subgraph requires Ω(k4) branching vertices (see Theorem 4).

A strict sub-class of graphs of boxicity two is bi-interval graphs. These are
intersection graphs of axis-parallel rectangles, where the rectangles arise from
the cross product of two families of intervals (see Definition 3).

Theorem 2 (All-pairs bi-interval graphs).

(a) (Upper bound) There is a polynomial time algorithm that, given a bi-interval
graph with k terminals as input, produces an all-pairs distance-preserving
subgraph of it with O(k2) branching vertices.
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(b) (Lower bound) For every k ≥ 4, there is a bi-interval graph Gdiag on k
terminals such that every all-pairs distance-preserving subgraph of Gdiag has
Ω(k2) branching vertices.

1.1 Related Work

The problem of constructing small distance-preserving subgraphs bears close
resemblance to several well-studied problems in the area of graph algorithms:
graph compression [10], graph spanners [1–3,6,23,26], Steiner point removal [11,
16,17], vertex sparsification [4,9,21], graph homeomorphisms [12,20], graph spar-
sification [15,25], graph contractions [7], etc.

Distance-preserving subgraphs are also used in several other scenarios. All of
them have their own set of objectives that they are trying to optimize. To avoid
confusing them with our work, we briefly mention them over here. Djoković [8]
(see also Chepoi [5]) characterizes distance-preserving subgraphs of hypercubes,
Nussbaum et al. [22] partition a graph into disjoint distance-preserving sub-
graphs for clustering purposes, Yan et al. [27] present algorithms for processing
distance-preserving subgraph queries with applications to road networks, and
Sadri et al. [24] provide a heuristic for constructing distance-preserving sub-
graphs and run an experiment using the New York City road network as an
example.

1.2 Our Techniques

In this section, we explain the main ideas behind our algorithms and proofs.
Our first result concerns the construction of single-source distance-preserving

subgraphs in interval graphs with the minimum number of branching vertices.
Constructing a single-source shortest path tree in an interval graph is straight-
forward: the simple greedy algorithm does the job. However, this method is not
guaranteed to produce a tree with the minimum number of branching vertices.
We do not know of a simple modification of the greedy method that helps us
minimize the number of branching vertices. We instead proceed as follows. Using
a breadth-first search, we partition the graph into layers based on their distance
from the source vertex. Within a layer, we order vertices based on the position
of their respective intervals. We observe that with respect to this ordering an
optimal solution can be assumed to have a very special structure: some vertices
are directly connected by paths to the source, and the others via a single special
vertex. Once this structure is established, a combination of network flows and
dynamic programming allows us to determine the optimal solution. Since finding
a single-source shortest path tree in interval graphs is simple, it is not clear why
we need a somewhat sophisticated solution if we need to minimize the number of
branching vertices. We describe our solution in detail assuming that the source
vertex is the leftmost interval. This case already contains most of the ideas; the
algorithm for the general case requires some more analysis.

Our second result concerns a 2D generalization of interval graphs. In earlier
work [13], the worst-case number of branching vertices for distance-preserving
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subgraphs of interval graphs with k terminals was determined to be Θ(k log k).
In particular, the lower bound of Ω(k log k) was obtained by considering certain
interval graphs with regularly placed intervals. A natural 2D generalization of
such graphs would be regularly placed rectangles, a special case of bi-interval
graphs (Definition 4). We present an example (see [14, Section 3.6]) where such
graphs with k terminals require Ω(k2) branching vertices. To show that this is
tight, we observe that shortest paths in such graphs can be constructed with two
components: (i) ones that proceed diagonally, (ii) ones that proceed horizontally
or vertically (we call such paths straight paths). We first generate the diagonal
paths from all terminals; with some care one can argue that these paths meet
only at O(k2) vertices. However, we need to complete these partial paths by
adding straight segments. We observe that this second phase of our plan can be
mapped to a certain problem for constructing distance-preserving subgraphs in
interval graphs. By borrowing some ideas from earlier work [13], we show how
these problems can be solved efficiently in such a way that the total number of
branching vertices remains O(k2).

1.3 An Example

The following stylized example (taken from [13]) illustrates a setting where
distance-preserving subgraphs of interval graphs arise naturally when consid-
ering a shipping problem.

A freight container needs to be delivered from seaport X to seaport Y , but
there is no ship that travels from X to Y . In such cases, the container is typically
first transported from port X to a central hub H, and transferred through a series
of ships arriving at H until it is finally picked up by a ship that is destined for
port Y . Thus, the container reaches its final destination via some “intermediate”
ships at port H.1

However, there is a cost associated with transferring the container from one
ship to another. There is also an added cost if an intermediate ship receives
containers from multiple ships, or sends containers to multiple ships. Thus, given
the docking times of ships at H, and a small subset of these ships that require a
transfer of containers between each other, our goal is to devise a transfer strategy
that meets the following objectives: (i) Minimize the number of transfers for each
container; (ii) Minimize the number of ships that have to deal with multiple
transfers.

Representing each ship’s visit to the port as an interval on the time line,
this problem can be modelled using distance-preserving subgraphs of interval
graphs. In this setting, a shortest path from an earlier interval to a later interval
corresponds to a valid sequence of transfers across ships that moves forward
in time. Objective (i) corresponds to minimizing pairwise distances between
terminals and objective (ii) corresponds to minimizing the number of branching
vertices in the subgraph.

1 The container cannot be left at the warehouse/storage unit of port H itself beyond
a certain limited period of time.
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In prior work [13], it was shown that O(k log k) branching vertices are suffi-
cient for preserving pairwise distances between k terminals, and that this is the
best possible bound. In the next section, we focus on the problem of determining
this number exactly. For general graphs this problem is NP-complete, even when
restricted to one source. We do not know if the all-pairs version of the problem
is NP-complete for interval graphs. We show that the problem can be solved
efficiently for interval graphs when there is only one source.

2 Single-Source Distance-Preserving Subgraphs

In this section, we investigate the computational complexity of finding opti-
mal distance-preserving subgraphs, or distance-preserving subgraphs with the
minimum number of branching vertices. Let A be the following decision
problem.

R1 R2 R3 R4

s
· · · · · · · · ·

· · · · · · · · ·

...

v2

...
v1

...
...

Fig. 1. An instance of GBFS. The source vertex s is the leftmost interval in G. The
layer Ri is the set of vertices at a distance of i from s, and the vertices within each
layer are arranged in increasing order from bottom to top. For instance, v1 is below
v2 in R2, which means that the right end point of the interval v1 is to the left of the
right end point of the interval v2. Thus, the neighbourhood of v1 in R3 is a subset of
the neighbourhood of v2 in R3.

Input: An unweighted graph G with k target vertices, one source vertex s, and
a positive integer m.

Output: Yes, if there is a single-source distance-preserving subgraph (for source
s) of G with at most m branching vertices; No, otherwise.

The main theorem for this section is the following.

Theorem 1 (Single-source interval graphs). There exists a polynomial time
algorithm that, given an interval graph G with a source s and k terminals
t1, t2, . . . , tk as input, constructs an optimal shortest path tree which preserves
the distances between each (s, ti) pair.

We will see a proof of Theorem 1 shortly. First, we investigate what happens
in the general setting.
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2.1 General Graphs

In this section, we will prove that it is NP-complete to find a distance-preserving
subgraph of a general graph with the minimum number of branching vertices.

Theorem 3. The decision problem A is NP-complete.

Proof. In [13, Section 2.1] (see the full version), it is shown that finding an opti-
mal all-pairs distance-preserving subgraph is NP-hard for unweighted graphs (or
graphs with unit edge weights) in general. In fact, the same proof carries through
for the single-source case as well. Consider the graph Gset in [13, Theorem 6] (full
version). Let S = {t1} be the source vertex and let T = U ∪ {t0, t1} be the set
of target vertices. Observe that the proof essentially shows that even preserving
distances from t1 to T is NP-hard. This completes the proof.

Since there is no hope of solving the problem for the general case (unless
P = NP), we move on to interval graphs.

2.2 Interval Graphs

Every interval graph has two representations: one using vertices and edges (called
the graph representation), and one using a set of intervals on the real line (called
the interval representation).

Let G be an interval graph and let IG be the interval representation of G. For
every vertex v ∈ V (G), let left(v) and right(v) be the left and right end points,
respectively, of its corresponding interval in IG. For simplicity, we assume that
all the end points of the intervals have distinct values in IG. Define a relation “≺”
on the vertices of G such that v1 ≺ v2 in G if and only if right(v1) < right(v2) in
IG. In other words, the intervals are ordered according to their right end points.
The relation “�” is similarly defined. When talking about interval graphs, we
use the terms interval and vertex interchangeably, and when talking about bi-
interval graphs, we use the terms rectangle and vertex interchangeably.

It is well known that one method of constructing shortest paths in interval
graphs is the following greedy algorithm. Suppose we need to construct a shortest
path from interval u to interval v in G (assume u ≺ v). The greedy algorithm
starts at vertex u. The second vertex on the greedy shortest path from u to v
is the interval with the maximum right value of all the intervals that overlap
with u. In this way, each step of the greedy algorithm chooses the next vertex
as the interval with the maximum right value of all the intervals that overlaps
with the current interval. The algorithm terminates when the current interval
overlaps with v. It is easy to prove (via induction) that the path thus obtained
is a shortest path from u to v. Let P gr

G (u, v) be the shortest path produced by
this greedy algorithm.

This is where our algorithm heavily uses the interval graph property. This
greedy algorithm specifically applies to interval graphs and gives them a nice
layered graph representation (see Fig. 1). We defer the detailed proof of Theorem
1 to the full version of the paper [14, Section 2.3]. We now move on to all-pairs
distance-preserving subgraphs.
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3 All-Pairs Distance-Preserving Subgraphs

Interval graphs are “one-dimensional” by nature. It is therefore interesting to
consider two-dimensional analogues of interval graphs. There are several different
ways to generalize interval graphs into two (or more) dimensions, and many of
them have been studied in literature. The main theorem for this section is the
following.

Theorem 2 (All-pairs bi-interval graphs).

(a) (Upper bound) There is a polynomial time algorithm that, given a bi-interval
graph with k terminals as input, produces an all-pairs distance-preserving
subgraph of it with O(k2) branching vertices.

(b) (Lower bound) For every k ≥ 4, there is a bi-interval graph Gdiag on k
terminals such that every all-pairs distance-preserving subgraph of Gdiag has
Ω(k2) branching vertices.

We will see a proof of this shortly. First, let us see analyze a few other 2D
analogues of interval graphs.

3.1 Two-Dimensional Analogues of Interval Graphs

A bi-interval graph G is determined by two families of intervals IX and IY .
There is a vertex va,b in V (G) for each pair (a, b) ∈ IX × IY . The criterion used

Fig. 2. Three vertices u, v, w, represented as rectangles in a bi-interval graph. Their
corresponding intervals in the interval graphs X and Y are ux, vx, wx and uy, vy, wy,
respectively. Note that (u, w) is an edge in the bi-interval graph since the rectangles u
and w overlap, but (u, v) and (v, w) are not.
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to connect two vertices by an edge has a natural geometric interpretation: two
vertices are adjacent if the rectangles associated with them intersect (see Fig. 2).
Formally, (a1, b1) and (a2, b2) are connected by an edge if and only if (a1 × b1)∩
(a2 × b2) 	= ∅. Thus, bi-interval graphs are rectangle intersection graphs where
the rectangles that appear have a product structure induced by two families of
intervals.

Bi-interval graphs are a natural generalization of interval graphs in the sense
that they have boxicity two2, and interval graphs by definition are precisely the
graphs having boxicity one. Thus, it might be interesting to study the class of
graphs having boxicity two (or higher). However, the following theorem shows
that not much can be done for such graphs.

Theorem 4. For every k ≥ 4, there exists a graph having boxicity two on k ter-
minals for which every all-pairs distance-preserving subgraph has Ω(k4) branch-
ing vertices.

Proof (Proof sketch). It is easy to see that the weighted planar graph G presented
in [18, Section 5] can be made unweighted (by subdividing the edges) so that
every distance-preserving subgraph of G has Ω(k4) branching vertices. Now that
G is unweighted and planar, it is possible to replace its vertices by axis-parallel
rectangles, so that G now has boxicity two. This completes the proof.

In this paper, we study the class of unweighted bi-interval graphs. It is also
reasonable to consider bi-interval graphs with non-negative real edge weights.
Using earlier work by Krauthgamer et al. [18], it can be shown that for every
k ≥ 4, there exists a weighted bi-interval graph3 on k terminals for which every
distance-preserving subgraph has Ω(k4) branching vertices (see the full version
of [13, Corollary 8(b)]).

None of these lower bounds can be improved beyond constant factors, since
an O(k4) upper bound exists for both weighted and unweighted graphs [18,
Section 2.1].

3.2 Proof of the Upper Bound for Bi-Interval Graphs: Idea

In this section, we give a rough outline of our proof of Theorem 2(a). The detailed
proof can be found in the full version of the paper [14, Section 3.3].

The proof is constructive by nature. However, we do not provide any approx-
imation guarantees for our solution with respect to an optimal solution. Let us
begin by formally defining bi-interval graphs. For this, we need the notion of
strong graph products.

Definition 2 (Strong graph product). Given two graphs G1 and G2, the
strong graph product of G1 and G2, denoted by G1 � G2, is defined as follows.

2 The boxicity of a graph is the minimum dimension in which a given graph can be
represented as an intersection graph of axis-parallel boxes.

3 Every interval graph is a bi-interval graph.
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– V (G1 � G2) = V (G1) × V (G2).
– Let (u1, u2) and (v1, v2) be two vertices of G1 � G2 such that (u1, u2) 	=

(v1, v2). Then ((u1, u2), (v1, v2)) ∈ E(G1 � G2) if and only if one of the fol-
lowing is true.
1. u1 = v1 in G1 and (u2, v2) ∈ E(G2).
2. u2 = v2 in G2 and (u1, v1) ∈ E(G1).
3. (u1, v1) ∈ E(G1) and (u2, v2) ∈ E(G2).

In other words, two distinct vertices (u1, u2) and (v1, v2) are adjacent in G1�G2

if and only if they are adjacent or equal in each coordinate.

Definition 3 (Bi-interval graph). A graph G is a bi-interval graph if G =
G1 � G2, where G1 and G2 are interval graphs.

We now define a sub-class of bi-interval graphs known as king’s graphs. King’s
graphs are used in our proof of the lower bound (Theorem 2(b)). Note that a
path graph is an interval graph. When X and Y are both path graphs, then
X � Y resembles a chessboard. The vertices are the squares of the chess board,
and there is an edge between two vertices of the graph if and only if a king can
go from one square to the other in a single move. Such a bi-interval graph is
therefore called a king’s graph.

Definition 4 (King’s graph). A graph G is a king’s graph if G = G1 � G2,
where G1 and G2 are path graphs.

See [14, Section 3.6] for a proof of Theorem 2(b) using Definition 4. Let us
now move on to our proof sketch of Theorem 2(a).

In order to describe our construction of distance-preserving subgraphs of bi-
interval graphs, it will be helpful to fix a method of constructing shortest paths
in such graphs. It is well known and easy to prove that a greedy algorithm works
for finding shortest paths in interval graphs. In a nutshell, we run this greedy
algorithm on two interval graphs and put the resulting paths together.

Suppose G = X � Y is a bi-interval graph (see Definition 3), and we need
to construct a shortest path between the vertices u = (ux, uy) and v = (vx, vy)
in G (assume that uy � vy). P gr

X (ux, vx) = (ux = i0, i1, i2, . . . , ip = vx) and
P gr
Y (uy, vy) = (uy = j0, j1, j2, . . . , jq = vy) be the greedy shortest paths from

ux to vx in X and from uy to vy in Y , respectively. Thus, dX(ux, vx) = p and
dY (uy, vy) = q. Suppose p ≤ q (otherwise, exchange X and Y ). Then, P gr

G (u, v) =
((i0, j0), (i1, j1), (i2, j2), . . . , (ip, jp), (ip, jp+1), (ip, jp+2), . . . , (ip, jq−1), (ip, jq)) is
a shortest path between u and v in G. This method can be visualized geomet-
rically: starting from the rectangle u, embark on the greedy shortest paths in
both X and Y simultaneously until the current rectangle lies in the same row or
column as the destination rectangle (that is, move diagonally); then, move opti-
mally within the row or column in the corresponding interval graph4 to reach
the destination (horizontally or vertically up; we call such paths straight paths).
4 Note that when restricted to a fixed row (or a fixed column), a bi-interval graph is

simply an interval graph.
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Since we assumed that uy ≤ vy, the diagonal segments of these paths either go
northeast or northwest (but never southeast or southwest5). Our subgraph will
consist of such paths for all pairs of terminals. First, we make provisions for the
diagonal parts of the shortest paths, by independently moving northeast and
northwest along greedy paths. Two paths, both proceeding northeast (or both
proceeding northwest) from different terminals can meet, but once they have
met they move in unison, never to diverge again. Furthermore, a path proceed-
ing northeast and another proceeding northwest meet at most once and diverge
immediately, never to meet again. Thus, by introducing at most O(k2) branch-
ing vertices, we succeed in making provision for all diagonal segments of shortest
paths out of terminals.

Two tasks still remain: (i) we must identify vertices at which these diagonal
segments branch off into a vertical or a horizontal segment (potentially introduc-
ing a branching vertex) and arrive at a vertex (which we call pseudo-terminal)
in the row or column of another terminal; (ii) ensure that every pseudo-terminal
is connected to every terminal in the row or column (with appropriate straight
paths). The first task is straightforward for there are no choices to be made. The
second task requires some care; we might have multiple terminals in the same
column, which need shortest paths to all the pseudo-terminals in that column.
To keep the number of branching vertices small, we borrow some ideas from
the earlier analyses of distance-preserving subgraphs in interval graphs [13]. The
total count of branching vertices breaks down as follows: (i) O(k2) when diagonal
paths are added; (ii) O(k2) when diagonal paths branch off to join a straight
path. Let us explain (ii) briefly. There are at most O(k) pseudo-terminals in any
row or column. We argue that within a row (or column) with p terminals and
q pseudo-terminals, shortest paths can be provided by introducing O(p(p + q))
additional branching vertices. Since p + q = O(k) and the total number of ter-
minals is k, we need at most O(k2) branching vertices for (ii). In the full version
of our paper, we show that this bound is tight [14, Section 3.6].

4 Conclusion

Finding an optimal all-pairs distance-preserving subgraph is NP-complete for
general graphs, and a single-source distance-preserving subgraph is in P for
interval graphs. However, the question remains: what about all-pairs distance-
preserving subgraphs for interval graphs? Is it also in P? Is it NP-complete?
If so, is it fixed-parameter tractable (with parameter k, the number of termi-
nals)? This question is wide open and any progress toward solving it would be
interesting.

5 Anti-parallel paths are two greedy shortest paths in opposite directions. We do not
consider southeast or northwest paths because southeast is anti-parallel to north-
west, and southwest is anti-parallel to northeast, and there does not seem to be
any straightforward method to get a handle on the number of branching vertices in
terms of k by using anti-parallel paths (see [14, Section 3.7] for a more thorough
explanation of this).
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Abstract. We show that any nondeterministic read-once branching pro-
gram that decides a satisfiable Tseitin formula based on an n × n grid
graph has size at least 2Ω(n). Then using the Excluded Grid Theorem
by Robertson and Seymour we show that for arbitrary graph G(V, E)
any nondeterministic read-once branching program that computes a sat-

isfiable Tseitin formula based on G has size at least 2Ω(tw(G)δ) for all
δ < 1/36, where tw(G) is the treewidth of G (for planar graphs and
some other classes of graphs the statement holds for δ = 1). We also
show an upper bound of O(|E|2pw(G)), where pw(G) is the pathwidth
of G.

We apply the mentioned results to the analysis of the complexity
of derivations in the proof system OBDD(∧, reordering) and show that
any OBDD(∧, reordering)-refutation of an unsatisfiable Tseitin formula

based on a graph G has size at least 2Ω(tw(G)δ).

Keywords: Tseitin formula · Read-once branching program ·
Treewidth · Grid

1 Introduction

This paper continues the study of representation of satisfiable Tseitin formulas
by read-once branching programs.

A Tseitin formula TSG,c [20] is defined for every undirected graph G(V,E)
and labelling function c : V → {0, 1}. We introduce a propositional variable for
every edge of G. The Tseitin formula TSG,c represents a linear system over the
field GF(2) that for every vertex v ∈ V states that the sum of all edges adjacent
to v equals c(v). It is well known that a Tseitin formula is satisfiable if and only
if the sum of values of the labeling function for all vertices in every connected
component is even [21].

In 2017 Itsykson et al. [13] showed that any OBDD representing satisfiable
Tseitin formulas based on d-regular expanders on n vertices has size at least

The research was supported by Russian Science Foundation (project 16-11-10123).

c© Springer Nature Switzerland AG 2019
R. van Bevern and G. Kucherov (Eds.): CSR 2019, LNCS 11532, pp. 143–155, 2019.
https://doi.org/10.1007/978-3-030-19955-5_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19955-5_13&domain=pdf
https://doi.org/10.1007/978-3-030-19955-5_13


144 L. Glinskih and D. Itsykson

2Ω(n). Then Glinskih and Itsykson [9] extended this lower bound to nondeter-
ministic read-once branching programs (1-NBP).

In this paper we consider an n × n grid and study the complexity of repre-
sentation of Tseitin formulas based on it by read-once branching programs. In
Theorem 2 we prove that any 1-NBP computing a satisfiable Tseitin formula
based on an n × n grid has size 2Ω(n). Although an n × n grid graph has some
edge-expansion properties, we could not prove the lower bound based only on
these properties; our proof requires careful analysis and we use the geometric
properties of the grid.

As an important corollary we establish a connection between the complexity
of 1-NBP representation of a satisfiable Tseitin formula and the treewidth of
the underlying graph. The treewidth is one of the most important structural
measures of a graph and it is one of the main parametrizations for computa-
tional graph problems. Theorem 3 states that any 1-NBP computing a satisfi-
able Tseitin formula TSG,c has size at least 2Ω(tw(G)δ) for all δ < 1/36, where
tw(G) denotes the treewidth of the graph G. The proof is based on the Excluded
Grid Theorem by Robertson and Seymour [19]: there is a function g such that
if a graph G has treewidth at least g(t), then G contains a grid of size t × t
as a minor. Recent results of Chekuri and Chuzhoy [4] and [5] give polynomial
upper bound on the function g. Hence we know that every graph G has a t × t
grid as a minor, where t = Ω(tw(G)δ) for all δ < 1/36. For several classes of
graphs it is possible to improve the value of δ, for example, for planar graphs
δ = 1 [11,18]. Thus Theorem 3 is followed by Lemma 8 stating that if H is a
minor of G, then for every S and for every 1-NBP of size S that computes a
satisfiable Tseitin formula TSG,c there is an 1-NBP that computes a satisfiable
Tseitin formula TSH,c′ of size at most S. This lemma is proved separately for
every operation: an edge deletion, a vertex deletion and an edge contraction. We
use the non-determinism in the case of an edge contraction: we replace nodes
labelled with contracted edges by guessing nodes.

In Theorem 4 we show that for every satisfiable Tseitin formula based on a
graph G(V,E) has an OBDD of size O(|E|2pw(G)), where pw(G) is the pathwidth
of G (note that the pathwidth differs from the treewidth by at most a logarithmic
factor: tw(G) ≤ pw(G) ≤ O(tw(G) log |V |)). Since the pathwidth of an n × n
grid is O(n), our upper and lower bounds for grids match up to a constant in
the exponent.

There are several known approaches to defining the treewidth of CNF for-
mulas. Ferrara, Pan and Vardi [7] considered a graph on variables of a CNF
formula where two variables are connected iff they share a common clause. They
proved that if a graph associated with CNF formula has the treewidth t, then
the formula has an OBDD of size nO(t) (it is very similar to Theorem 4 but it
uses another notion of treewidth). Razgon [17] showed that this bound is tight
and there is a family of CNF formulas with the treewidth at most k that requires
1-NBP of size nΩ(k). In the case of a Tseitin formula TSG,c, the associated graph
is the edge-graph of G, where the vertices are the edges of G and two edges are
connected iff they are incident to the same vertex of G. For example, if G is a
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star on n + 1 vertices (a star is a tree and, hence, it has the treewidth 1), then
the edge-graph is the complete graph Kn−1 and it has the treewidth n − 2.

Applications to Proof Complexity. The interest of the study of Tseitin formulas
comes from the propositional proof complexity; unsatisfiable Tseitin formulas
are one of the basic examples of hard formulas for many proof systems.

The study of representations of satisfiable Tseitin formulas by read-once
branching program was motivated by the study of proof systems based on
OBDDs introduced by Atserias, Kolaitis and Vardi [2]. Itsykson et al. [13] stud-
ied the proof system OBDD(∧, reordering); a proof of unsatisfiability of a CNF
formula ϕ in this proof system is a sequence of OBDDs: D1,D2, . . . , Ds such
that Ds is a constant false OBDD and for all i ∈ [s], Di either represents a
clause of ϕ, or represents the conjunction of Dk ∧ D�, where k, � < i and Di,Dk

and D� use the same order, or represents the same function as D� but using
another order, where � < i. The paper [13] gives an exponential lower bound on
size of OBDD(∧, reordering)-refutations of unsatisfiable Tseitin formulas based
on constant degree expanders. The lower bound proof is organized as follows:
for any refutation of Tseitin formula TSG,c of size S it is possible to construct
an OBDD of size at most S2 representing a satisfiable Tseitin formula TSG′,c′ ,
where G′ is a graph obtained from G by the deletion of several edges. Thus it is
sufficient to prove lower bound on the size of OBDD representation of TSG′,c′ .
We adapt this approach and show in Theorem 6 that our results imply that
any OBDD(∧, reordering)-refutation of an unsatisfiable Tseitin formula TSG,c

has size at least 2Ω(tw(G)δ), where δ is a constant as above. In particular we get
a lower bound 2Ω(n) on the complexity of OBDD(∧, reordering)-refutations of
Tseitin formulas based on the n × n grid.

The recent paper by Buss et al. [3] shows that this proof system cannot
be polynomially simulated by Resolution and even by Cutting Planes. The
paper shows that any Resolution proof of Tseitin formula based on the com-
plete graph on log n vertices Klog n has size at least 2Ω(log2 n), while it has an
OBDD(∧, reordering)-refutation of polynomial size. It is well known that the
size of the shortest regular Resolution proof of any unsatisfiable CNF formula
φ equals the size of the minimal read-once branching program for the following
search problem Searchφ: given an assignment of variables of φ, find a clause that
is refuted by this assignment [15,16]. Our upper bound implies that satisfiable
TSKlog n,c can be computed by an OBDD of size poly(n). Thus we have that
computing of SearchTSKlog n,c

for an unsatisfiable TSKlog n,c is superpolynomi-
ally harder than computing of a satisfiable TSKlog n,c′ for read-once branching
programs.

Tseitin formulas based on the grid graphs were studied in proof complexity.
The first superpolynomial lower bound for regular resolution was proved for
grid graphs in 1968 by Tseitin [20]. In 1987 Urquhart proved a lower bound for
Tseitin formulas based on expanders in unrestricted Resolution [21] but tight
lower bounds for grids were proved by Dantchev and Riis only in 2001 [6]. In the
recent paper [12] Hastad proved lower bound on Bounded depth Frege refutations
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for Tseitin formulas based on n × n grid graphs that implies that polynomial
size Frege proofs of such formulas should use formulas with almost logarithmic
depth.

The treewidth was also studied in the context of resolution refutations of
Tseitin formulas. Alekhnovich and Razborov [1] considered a hypergraph that
corresponds to every CNF formula, where variables are vertices and clauses
as sets of variables form hyperedges. For Tseitin formulas the branch-width of
this hypergraph is up to a constant factor equal to the Resolution width [1].
For constant degree graphs the treewidth is equal to the branch-width of the
hypergraph up to a multiplicative constant. Galesi, Talebanfard and Torán in
the recent paper [8] consider cop-robber games on graphs that is very similar to
games characterising the treewidth, they used such games in an analysis of the
complexity parameters of resolution refutations of Tseitin formulas.

Proofs omitted due to space constraints can be found in [10].

2 Preliminaries

Branching Programs. A deterministic branching program (BP) is a form of rep-
resentation of Boolean functions. A Boolean function f(x1, x2, . . . , xn) is repre-
sented by a directed acyclic graph with exactly one source and two sinks. All
nodes except sinks are labeled with a variable; every internal node has exactly
two outgoing edges: one is labeled with 1 and the other is labeled with 0. One
of the sinks is labeled with 1 and the other is labeled with 0. The value of the
function for given values of variables is evaluated as follows: we start a path
from the source such that for every node on its path we go along the edge that
is labeled with the value of the corresponding variable. This path will end in a
sink. The label of this sink is the value of the function.

A nondeterministic branching program (NBP) differs from a deterministic
in the way that we also allow guessing nodes that are unlabeled and have two
outgoing unlabeled edges. So nondeterministic branching program may have
three types of nodes: guessing nodes, nodes labeled with a variable (we call
them just labeled nodes) and two sinks; the source is either a guessing node
or a labeled node. The result of a function represented by a nondeterministic
branching program for given values of variables equals 1, if there exists at least
one path from the source to the sink labeled with 1 such that for every node
labeled with a variable on its path we go along an edge that is labeled with
the value of the corresponding variable (for guessing nodes we are allowed to
choose any of two outgoing edges). Note that deterministic branching programs
constitute a special case of nondeterministic branching programs.

A deterministic or nondeterministic branching program is (syntactic) read-k
(k-BP or k-NBP) if every path from the source to a sink contains at most k
occurrences of each variable.

Let π be a permutation of the set {1, . . . , n} (an order). A π-ordered binary
decision diagram is a 1-BP such that on every path from the source to a sink
variable xπ(i) can not appear before xπ(j) if i > j. An ordered binary decision
diagram (OBDD) is a π-ordered binary decision diagram for some π.
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Lemma 1 ([22]). Assume that Boolean functions f1 and f2 have π-ordered
OBDDs of sizes k1 and k2 respectively, then (1) f1 ∧ f2 has a π-ordered OBDD
of size at most k1k2; (2) for any partial substitution ρ, f1|ρ has a π-ordered
OBDD of size at most k1.

Tseitin Formulas. Let G(V,E) be an undirected graph without loops but possi-
bly with multiple edges, c : V → {0, 1} be a labeling function that matches every
vertex with a Boolean value. We associate every edge e ∈ E with a propositional
variable xe. A Tseitin formula TSG,c based on a graph G and a labeling function
c is the conjunction of the following conditions: for every vertex v the sum of
variables xe for all edges e that are incident to v equals c(v) modulo 2. More

formally:
∧

v∈V

(
∑

e is incident to v

xe = c(v) mod 2
)

.

Usually, Tseitin formulas are written in the CNF. If the maximal degree of
a graph is upper bounded by a constant d, then a sum modulo 2 can be written
as a d-CNF of size at most 2d, hence the size of CNF representation of TSG,c is
at most O(2dn).

We will use the following criterion of the satisfiability of Tseitin formulas:

Lemma 2 ([21]). A Tseitin formula TSG,c is satisfiable if and only if for every
connected component of the graph G the sum of values of the function c for all of
the vertices is even. I.e., for every connected component U the following holds:∑

v∈U

c(v) = 0 mod 2.

Remark 1. Note that a substitution of a value to a variable xe := α transforms
Tseitin formula TSG,c to a Tseitin formula TSG′,c′ , where graph G′ is obtained
from the graph G by deleting the edge e, c′ equals c in every vertex except two
vertices that are incident to edge e. On these two vertices the values of c and c′

differ by α.

For a graph G(V,E) let kG(l) be the maximal number of connected com-
ponents that can be obtained from G by the deletion of l edges. The following
lower bound on the size of 1-NBP for satisfiable Tseitin formula is known:

Lemma 3 ([9], Corollary 20). For every connected graph G(V,E) and arbi-
trary 1 ≤ l ≤ |E| any 1-NBP evaluating a satisfiable Tseitin formula TSG,c has
size at least 2|V |−kG(l)−kG(|E|−l)+1.

Proof (sketch). If a graph H(U,F ) consists of k connected components, then a
satisfiable Tseitin formula TSH,f has exactly 2|F |−|U |+k satisfying assignments
([9], Lemma 2). For every l we estimate the number of nodes of an 1-NBP
for TSG,c on the level l. The graph G is connected, hence TSG,c has exactly
2|E|−|V |+1 satisfying assignments. For every satisfying assignment of TSG,c we
consider an accepting path of the 1-NBP corresponding to it. We consider the
beginnings of these paths of length l. The number of accepting paths with the
same beginning of length l is at most 2|E|−l−|V |+kG(|E|−l) (it is an upper bound
on the number of satisfying assignments for Tseitin formulas on subgraph of G
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with |E| − l edges). Thus, the number of different beginnings of length l of the
accepting paths is at least 2l−kG(|E|−l)+1. The number of different beginnings of
length l of accepting paths that go through a fixed vertex on the level l is at most
2l−|V |+kG(l) (it is an upper bound on the number of satisfying assignments for
Tseitin formulas on subgraph of G with l edges). Finally, the number of vertices
on the l-th level is at least 2|V |−kG(l)−kG(|E|−l)+1. ��
Lemma 4. Let G be an undirected graph, c and c′ be such that Tseitin formulas
TSG,c and TSG,c′ are satisfiable. Then sizes of minimum-size 1-NBPs (1-BPs
and OBDDs) for TSG,c and TSG,c′ are equal.

Treewidth, Pathwidth and Minors. A tree decomposition of an undirected graph
G(V,E) is a tree T = (VT , ET ) such that every vertex u ∈ VT corresponds to
a set Xu ⊆ V and it satisfies the following properties: 1. The union of Xu for
u ∈ VT equals V . 2. For every edge (a, b) ∈ E there exists u ∈ VT such that
a, b ∈ Xu. 3. If a vertex a ∈ V is in the sets Xu and Xv for some u, v ∈ VT , then
it is also in Xw for all w on the path between u and v in T .

If a tree T is a path, then this representation is a path decomposition.
The width of a tree decomposition is the maximum |Xu| for u ∈ VT minus one.
A treewidth of a graph G is the minimal value of the width among all tree decom-
positions of the graph G. We denote it as tw(G). The pathwidth of a graph G
is the minimal value of the width among all path decompositions of a graph G.
We denote it as pw(G).

Lemma 5 ([14]). For every graph G on n vertices pw(G) = O(log(n) · tw(G)).

A minor of an undirected graph G is a graph that can be obtained from a
graph G by a sequence of edge contractions, edge deletions and vertex deletions.

Theorem 1 ([5]). For every constant δ < 1/36 every graph G contains a t × t
grid as a minor, where t = Ω(tw(G)δ).

3 Lower Bound for Grids

In this section we prove the following Theorem.

Theorem 2. Let Tn be an n × n grid graph. Then if a Tseitin formula TSTn,c

is satisfiable, then every 1-NBP that computes TSTn,c has size at least 2Ω(n).

Proof. Tn contains (n + 1)2 vertices and 2n(n + 1) edges. In order to prove this
theorem we use Lemma 3 for l = n(n + 1) (so l is the half of the number of
edges). So we have to prove that if we delete half of the edges of Tn, then the
resulting graph will have at most (n+1)2

2 − ε · n connected components for some
constant ε > 0. Hence, by Lemma 3, every 1-NBP for TSTn,c has size at least
22εn+1.

We call a subgraph of Tn optimal if it contains l edges and has the maximal
number of connected components. The plan of the proof is the following. At first
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we show that there exists an optimal subgraph H that has one connected com-
ponent that contains all edges and all other connected components are isolated
vertices. Then we estimate the number of connected components of H.

Lemma 6. There is an optimal subgraph of Tn that has exactly one connected
component with at least two vertices.

Proof. Consider all optimal subgraphs of Tn. Choose among them a subgraph
H that contains a connected component M with the maximal number of edges.
If M contains all edges of H, then the lemma is proved. Further we assume that
not all edges are in M .

Consider the properties of the chosen graph H.

1. All the edges of the grid Tn between vertices of M are in M . Indeed, otherwise
we can delete an edge from another connected component and add it to M .
After this operation the number of connected components does not decrease,
but the number of edges in M is strictly increased. This is a contradiction
since M has the maximal number of edges among all the optimal subgraphs.

2. Every connected component, except M , is edge-biconnected (i.e. it is impos-
sible to increase the number of connected components by the deletion of an
edge from it). Indeed, assume that for some connected component except M
it is possible to delete an edge from it such that the number of connected
component increases. Then we delete this edge and add an edge of the grid
that connects M with a vertex out of M . In this case the number of con-
nected components is not changed but the number of edges in the maximal
component would be increased. This is a contradiction.

3. There is no vertex v of Tn such that it is not in M but there are at least two
edges between v and vertices of M in Tn. Proof by contradiction, assume that
such a vertex exists. Consider a connected component K that differs from M
and has edges. Consider a set of the lowest vertices in K and let u be the
leftmost vertex among them. There are no edges to the left or down from the
vertex u in the graph H. Since the connected component K has edges, there
is at least one edge that is incident to u. By the previous property, K is edge-
biconnected, hence, u has precisely two incident edges. Let us delete the two
edges incident to u from K and add two edges that connect the vertex v and
M . The number of connected components doesn’t decrease, but the number
of edges in the maximal component increases. This is a contradiction.

4. Every 1 × 1 square of the grid Tn contains 0, 1 or 4 edges from M . A 1 × 1
square cannot contain exactly 3 edges because it contradicts the property 1.
Let an 1×1 square contains exactly 2 edges from M . If these are two incident
edges then we get a contradiction with the property 3 or the property 1. If
these are two opposite edges, then we get a contradiction with the property 1.

5. For every u, v ∈ M , the minimal rectangle of the grid that contains both u
and v (with all interior edges) is a subgraph of M (one of the sides of the
rectangle could be of zero length, in that case it’s just a line of the grid).
It can be easily shown by the induction on the length of the shortest path
between u and v using the property 4.
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6. M is a rectangle of the grid with all edges of this rectangle. Consider the
maximal rectangle of the grid that is fully contained (with all edges) in M . If
there are vertices in M that are not in this rectangle, then we could increase
this rectangle using the property 5.

So M is a rectangle of the grid. We say that M can be moved one step to
the left (right, down or up) if all left (right, down or up) neighbours of the left
(right, down or up) border of M are isolated vertices in H. Such a move doesn’t
change the number of connected components and the number of edges in them.
Consider some connected component K that differs from M and contains edges.
We move M one step closer to K in the way of decreasing the distance between
them while it is possible. By the distance we understand the minimal L1-distance
between two vertices from M and K. After some step it is not possible anymore;
it means that one of the borders of M (w.l.o.g. it is the upper border) has upper
neighbours from connected components that consist of more than one vertex.

Let M be a rectangle x×y, where x, y are non-negative integers. That means
that every horizontal line of M contains x + 1 vertices. Assume that among
upper neighbours of the upper border of M there are m vertices that are in
some connected component that consists of more than one vertex. Let these m
vertices be in k connected components. Assume that there are r edges of the
graph H between x + 1 upper neighbours of M (see an example on the left part
of Fig. 1). Since every edge between upper neighbours of M decreases the number
of connected components, the following inequality holds k ≤ m − r. Obviously,
r ≤ x.

Fig. 1. Example: x = 6, y = 4, r = 3, k = 3, m = 7 Fig. 2. Spines

Consider the following modification of the graph H: we move the rectangle
M one step up and add edges down from r vertices on the bottom border of
M (see example on the right part of Fig. 1). The number of edges after this
transformation is not changed since r edges overlapped and we added r edges.
Now we estimate the number of connected components. On the bottom border
we add (x+1)−r new connected components. On the upper border (x+1)−m+k
connected components disappeared (were merged to one). Finally, the number
of connected components increased by m − k − r, that is at least zero since
k ≤ m − r. But the number of edges in the maximal connected component
increases, this contradicts the choice of the graph H. So we get a contradiction
with the assumption that there are more than one connected components with
at least one edge. ��
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So we may assume that there is an optimal graph H that has one connected
component M with at least two vertices and t isolated vertices. Notice that M
is not necessary a rectangle now (in Lemma 6 we only show that it has to be a
rectangle under the assumption that the statement of the lemma is wrong). We
are going to estimate kTn

(l) = t + 1 from the above.
For every connected component K we define a set of spines that go out of it.

We assume that Tn is a part of the infinite grid. An edge e of the infinite grid
is a spine of K if it connects a vertex u from K with a vertex out of K and u is
the right or bottom endpoint of e (see Fig. 2). Note that spines can go outside
of the square Tn if u is on the upper or left border of Tn. If a component is an
isolated vertex, then it has exactly two spines.

The same edge cannot be a spine for two different connected components
since we choose only the edges that go up or to the left from the component.
Let h be the total number of all spines for all of the connected components of
H. Every spine is either an edge of the square Tn that is not in H or is among
2(n + 1) edges that go outside the square Tn. Hence, 2(n + 1) + n(n + 1) ≥ h.

Let X be the number of spines of the connected component M , then we
get that h = 2t + X. Using the previous inequality we estimate t as follows:
t ≤ (n + 1)(n + 2)/2 − X/2 = (n + 1)2/2 + (n + 1 − X)/2. Hence, we need to
show that X ≥ (1 + ε)n for some constant ε.

Consider the minimal grid rectangle that contains M . Assume it has size
(a − 1) × (b − 1), where a, b are natural numbers. Then there are spines of M in
every of a vertical lines and in every of b horizontal lines. Then we get that X ≥
a + b ≥ 2

√
ab. On the other hand, the component M contains exactly n(n + 1)

edges, they need to be embedded into a rectangle (a − 1) × (b − 1) that contains
a(b−1)+b(a−1) edges. Then we can estimate 2ab > a(b−1)+b(a−1) ≥ n(n+1)
and we get X ≥ √

2n(n + 1) >
√

2n.
Using the upper bound on t, the number of connected components can be

estimated as: kTn
(l) = t+1 ≤ (n+1)2/2−(

√
2−1)n+ 3

2 . Then by Lemma 3, every
1-NBP for a satisfiable Tseitin formula TSTn,c has size at least 22(

√
2−1)n−2. ��

4 Treewidth

The main goal of this section is to prove the following theorem.

Theorem 3. Let TSG,c be a satisfiable Tseitin formula. Then every 1-NBP for
TSG,c has size at least 2Ω(tw(G)δ) for all δ < 1/36.

Lemma 7. Let D be a 1-NBP computing a Boolean function f : {0, 1}n →
{0, 1}. If we change every node in D labeled with the variable x1 by a guessing
node and remove all labels of all its outgoing edges, then we obtain a valid 1-NBP
that computes ∃x1f(x1, x2, . . . , xn).

Lemma 8. Let H be a minor of an undirected graph G and Tseitin formulas
TSG,c and TsH,c′ be satisfiable. Then for every S and every 1-NBP of size S
that computes TSG,c, there is a 1-NBP that computes TSH,c′ of size at most S.
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Proof. It suffices to prove the statement of the lemma for the case when H is
obtained from G by the application of one operation. Let us consider all types
of operations separately.

1. H is obtained from G by the deletion of an edge e. Let σ be a satisfying
assignment of TSG,c. We apply the partial assignment xe := σ(xe) to TSG,c

and get the satisfiable formula TSH,c′′ . It is well known that the application
of a substitution does not increase size of the 1-NBP. By Lemma 4, sizes of
the minimal 1-NBPs for TSH,c′′ and TSH,c′ are equal.

2. H is obtained from G by the deletion of a vertex v. Since all the variables of
Tseitin formulas are associated with edges, this case can be considered as a
sequence of edge deletions.

3. A graph H(VH , EH) is obtained from a graph G(V,E) by the contraction of
an edge e = (u, v). Let us define a labeling function c′′ : VH → {0, 1} as
follows: for all the vertices that differ from the joined vertex {u, v} it has the
same value as in the labeling function c and c′′({u, v}) = c(u) + c(v) mod 2.
By the construction, every connected component U of H corresponds to a
connected component U ′ of G with the same sum of the labeling functions:∑

w∈U c′′(w) =
∑

w∈U ′ c(w) mod 2. Hence, by Lemma 2, TSH,c′′ is satisfiable.

��
Lemma 9. Formulas TSH,c′′ and ∃xeTSG,c define the same function.

By Lemma 7, the minimal size of a 1-NBP for ∃xeTSG,c (that is by Lemma 9
equivalent to TSH,c′′) is at most the minimal size of a 1-NBP for TSG,c. By
Lemma 4, minimal sizes of 1-NBPs for TSH,c′′ and for TSH,c′ are equal. ��
Proof (Proof of Theorem 3).

By Theorem 1, the graph G contains a t × t grid graph as a minor, where
t = Ω(tw(G)δ). The theorem follows from Theorem 2 and Lemma 8. ��

We also obtain an upper bound:

Theorem 4. Every satisfiable Tseitin formula TSG,c can be represented as
OBDD of size |E|2pw(G)+1 + 2.

Corollary 1. Any satisfiable Tseitin formula based on a graph G(V,E) can be
represented as OBDD of size O(|E||V |O(tw(G))).

Proof. Follows from Theorem 4 and Lemma 5. ��

5 Lower Bound in the Proof System OBDD(∧, reordering)

In this section we show that any refutation of an unsatisfiable Tseitin formula
TSG,c in the proof system OBDD(∧, reordering) has size at least 2Ω(tw(G)δ) for
all δ < 1/36.
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If F is a formula in CNF, we say that a sequence D1,D2, . . . , Dt of OBDDs
is an OBDD(∧, reordering)-refutation of F if Dt is an OBDD that represents the
constant false function, and for all 1 ≤ i ≤ t, Di is an OBDD that represents a
clause of F or can be obtained from the previous Dj ’s by one of the following
inference rules: (conjunction or join) Di is an OBDD with order π, that represents
Dk ∧ Dl for 1 ≤ l, k < i, where Dk,Dl have the same order π; (reordering) Di is
an OBDD that is equivalent to an OBDD Dj with j < i (note that Di and Dj

may have different orders).
We say that a graph H is t-good if H is connected and every OBDD-

representation of any satisfiable Tseitin formula TSH,c has size at least t. The
following theorem can be proved using ideas from [13]:

Theorem 5 (cf. [13]). Let G(V,E) be a connected graph and degrees of all
vertices of G be bounded by a constant. Assume that the graph G has the following
properties: (1) if we delete any vertex from G, we get a t-good graph; (2) for every
two vertices u and v of G there is a path p between them such that if we delete
all vertices from p, we get a t-good graph. And if we delete from G vertices u
and v and the edges of the path p, we also get a connected graph.
Then any OBDD(∧, reordering)-refutation of an unsatisfiable Tseitin formula
TSG,c has size at least Ω(

√
t).

Proof (sketch). We consider the last step of the OBDD(∧, reordering)-refutation:
the conjunction of OBDDs F1 and F2 is the identically false function but both
F1 and F2 are satisfiable. Both F1 and F2 are conjunctions of several clauses of
TSG,c.

Since G remains connected after removing of any single vertex, F1 and F2

together contain all clauses of TSG,c. Assume that there are two nonadjacent
vertices u and v such that F1 does not contain a clause Cu that corresponds to
the vertex u and F2 does not contain a clause Cv that corresponds to v (if this
assumption is false, the proof is rather straightforward). We consider two partial
substitutions ρ1 and ρ2 that are both defined on the edges adjacent to u and
v and on the edges of the path p between u and v. The substitutions ρ1 and
ρ2 assign opposite values to edges of the path p and are consistent on all other
edges. The substitution ρ1 satisfies Cv and refutes Cu and ρ2 satisfies Cu and
refutes Cv.

By the construction F1|ρ1 ∧F2|ρ2 is almost a satisfiable Tseitin formula based
on the graph that is obtained from G by deletion of the vertices u and v and all
edges from the path p. However, it is also possible that this formula does not
contain some clauses for the vertices from p. Thus we make additional partial
substitution τ that substitute values from a satisfying assignment for all remain-
ing edges for vertices from p. (F1|ρ1 ∧F2|ρ2)|τ is satisfiable Tseitin formula based
on the graph that is obtained from G by deletion of all vertices from the path
p. The size of an OBDD representation of such a formula is at least t by the
condition of the theorem. Hence by Lemma 1 we get that either F1 or F2 has
size at least Ω(

√
t) in the given order. ��
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Theorem 5 is used in the proof of the main result of this section:

Theorem 6. Let G be a connected graph and TSG,c be an unsatisfiable formula.
Then every OBDD(∧, reordering)-refutation of TSG,c has size at least 2Ω(tw(G)δ)

for all δ < 1/36.
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Abstract. Matched instances of the quantum satisfiability problem
have the following property: They have a product state solution. This
is a mere existential statement and the problem is to find such a solu-
tion efficiently. Recent work by Gharibian and coauthors has made first
progress on this question: They give an efficient algorithm which works
for instances whose interaction hypergraph is restricted in a certain way.

We continue this line of research and give two results: First, an efficient
algorithm is presented which works when the constraints themselves are
restricted (the interaction hypergraph is not restricted). The restriction
is that each constraint has at most 2 additive terms. Second, over the
field of real numbers the problem of solving matched instances of QSat
by product state solutions becomes NP-hard.

Keywords: Quantum satisfiability · Product states ·
Efficient algorithms · QMA1

1 Introduction

Generalities. The quantum complexity class QMA (Quantum Merlin Arthur)
is defined analogously to NP: Given a quantum state, a quantum computer can
efficiently check (with sufficiently high probability) that this state solves a given
instance of the problem considered, given the instance has a solution. The theory
of Hamiltonian Complexity, see for example [7], is currently being developed to
deal with the relevant questions. Many complete problems for this class have
been found, and one of them is QSat, the quantum satisfiability problem (in fact
it is complete for the restriction QMA1 where the check succeeds with probability
1.) QSat has been introduced by Bravyi in [5]. It is a natural generalization of
the classical satisfiability problem to the quantum setting. Note that problems
in QMA seem much more difficult than those in NP, as the witnessing quantum
state in general is a sum of exponentially many terms. Therefore it cannot even
be described classically in any efficient way.
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We focus on QSat. In particular we are interested in efficiently solvable
restricted versions. Recently remarkable results have been obtained in this area:
Already Bravyi shows that the quantum analogue of 2-Sat, called 2-QSat, is
efficiently solvable. It took 10 years until it was noted that 2-QSat can even
be solved in linear time [2,4], extending a well known classical result for 2-Sat
[3,6]. More recently Gharibian and coauthors [1] have looked at QSat instances
where each qubit (corresponding to a variable of the classical case) occurs at
most twice and obtained an efficient algorithm. Again this extends a previously
known classical result [11], problem 9.5.4 and [8]. The present paper contributes
to the program to find more restrictions of QSat with an efficient algorithm.

Notation. States |0〉 and |1〉 of a single qubit are the states of our fixed compu-
tational basis. They directly correspond to classical boolean values. The compu-
tational basis of k qubits consists of the states |b1 . . . bk〉 with bi a classical bit
0, 1.

An instance of the quantum satisfiability problem QSat on n qubits 1, . . . , n
is a conjunction of constraints C1, . . . , Cm. A constraint C is a quantum state of
k qubits i1, . . . , ik from these n qubits:

C =
∑

b1,...,bk

αb1...bk |b1 . . . bk〉i1...ik (1)

with bi ranging over the two classical bits 0, 1. States |qb1〉 , . . . , |qbn〉 with |qbi〉 =
ai,0 |0〉 + ai,1 |1〉 (with a the complex conjugate of a) are a solution of C iff

∑

b1,...,bk

αb1,...,bk · ai1,b1 · · · · · aik,bk = 0.

That is the state |qbi1〉 ⊗ · · · ⊗ |qbik〉 is orthogonal to the state C. In spite of the
fact that C is simply a state of the qubits i1, . . . , ik, we use the terminology that
i1, . . . , ik are the qubits on which C acts. If each constraint acts on (at most) k
out of n qubits we have an instance of the problem k–QSat.

We only consider product state solutions |qb1〉 ⊗ · · · ⊗ |qbn〉 . By the way this
avoids the problem of general solutions which cannot be efficiently described.
Note that constraints can still be entangled and thus really quantum. An instance
C1, . . . , Cm is satisfiable iff we have states |qbi〉 of our qubits which solve all Cj

simultaneously.
For C = |b1 . . . bk〉 a constraint from the computational basis, the states

|qb1〉 , . . . , |qbk〉 are a solution iff at least one |qbi〉 is a basis state with |qbi〉 =
|¬bi〉 . Interpreting a basis state constraint, for example |10〉, as the clause ¬x1 ∨
x2, we see that the classical satisfiability problem is included in QSat. Note that
x1 = 1, x2 = 0 is the unique assignment falsifying the clause.

An instance of QSat is matched iff for each constraint we can pick one among
the qubits on which it acts (we call it the matched qubit) such that no qubit is
picked twice. Collecting the qubits of each constraint in one set (hyperedge) a
QSat instance induces a hypergraph (with multiple edges) on vertices 1, . . . , n.
We call this the interaction hypergraph. Thus an instance is matched iff its
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interaction hypergraph has an SDR (system of distinct representatives.) Note
that an SDR can be found efficiently by bipartite matching techniques. The
graph considered is: One part the vertices 1, . . . , n, the other part the hyperedges
and each hyperedge is adjacent to the vertices it consists of. Then an SDR is a
matching in which each hyperedge occurs.

For a matched instance of the classical satisfiability problem a solution can
easily be found by assigning the matched variables the right truth value.

Motivation. In [10] (see also [12]) the following result is proven by non-
constructive means (of basic Algebraic Geometry): Each matched instance of
QSat has a product state solution. The motivating question for this work is
obvious: Can we find such a solution efficiently? In seminal work on this prob-
lem Gharibian and coauthors [1] have given a positive answer to the question,
provided the interaction hypergraph has certain restricting properties (and the
constraints are generic.)

Results and Techniques. A constraint has l additive terms iff exactly l among
the αb1...bk (see (1)) are non-zero. An instance has l terms iff each of its con-
straints has at most l additive terms.

With l = 1 we only have constraints from the computational basis and QSat
in this case is the classical satisfiability problem. Our first result concerns the
natural next step, matched QSat instances with 2 terms.

Theorem 1. The following problem has an efficient algorithm. Input: A
matched QSat instance with 2 additive terms. Output: A product state solution
to this instance.

Following usage of at least part of the literature, for example [2], we disregard
all questions of numerical precision here. Our algorithms are based on simple
algebraic calculations, except that they use the natural logarithm of numbers
from the input and one exponentiation to get the final output.

Example 1. We observe that the case l = 2 cannot be directly reduced to a
classical constraint satisfaction problem as the case l = 1. A constraint with 2
terms, for example, is (|000〉 + |111〉)i,j,k. A product state solution consisting of
basis states only must assign |0〉 to one qubit among i, j, k and |1〉 to another
one. This gives us a 2–coloring of the hyperedge {i, j, k}.

Note that 2–coloring means: Not all vertices of a hyperedge receive the same
color. Even in a matched instance of the hypergraph 2–coloring problem a solu-
tion cannot be found by simply assigning the matched vertex of each hyperedge
the right color (as in the case of classical satisfiability.)

Consider the Fano Plane, see for example [1]. It is a 3–uniform hypergraph
(that is each edge consists of exactly 3 vertices) with the following properties:
First, it is matched (has an SDR) and second, it is not 2–colorable.

We consider the QSat instance which has for each edge {i, j, k} of the Fano
plane the constraint (|000〉 + |111〉)i,j,k. The instance is matched and therefore
must have a product state solution. It cannot have one of basis states only because
the Fano plane is not 2–colorable. As the instance has 2 additive terms our theorem
applies. A solution is |qbi〉 = |0〉 − |1〉 for all qubits i under consideration.
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The proof of Theorem 1 is based on a simple observation: Constructing a
product state solution of the constraint |000〉 + |111〉 , for example, means
looking for complex numbers ai, bi, ci for i = 0, 1 such that a0 · b0 · c0 = − a1 ·
b1 · c1. Taking logarithms we reduce this to a linear equation. Actually, as we
work over the complex numbers, we choose to introduce 2 linear equations. Thus
for an instance of QSat (with 2 terms) we get 2 systems of linear equations. If
both systems have a solution, we get a solution to the instance.

We will see that the systems are non-homogeneous. So they may well be
unsolvable. In this case we resort to an old idea of Seymour from the theory
of 2–colorability of hypergraphs, see [13] (we learned it from [9].) We consider
the homogeneous version of the system (just setting each right-hand-side to 0.)
As the instance is matched the number of equations is at most the number of
variables. Therefore the homogeneous system must have a non-trivial solution
now. This allows us to assign basis states to some qubits in order to solve some
constraints. A smaller matched instance remains.

Clearly, this approach is limited to l = 2 because otherwise taking logarithms
does not yield a linear system.

In general it seems difficult to find a product state solution to a matched
instance efficiently. Therefore we look for indicators of algorithmic hardness. We
have a result in this direction, too.

Theorem 2.(a) A matched QSat instance over the reals does not always have
a solution with only real coefficients.

(b) The following problem is NP-hard. Input: A matched QSat instance over the
reals. Output: A product state solution only with real coefficients, provided
the instance has such a solution.

Theorem 2 (a) reflects that the reals are not algebraically closed.

2 Proof of Theorem 1

2.1 An Algorithm for Symmetric Instances

A symmetric constraint C has the form

C = α · |b1 . . . bk〉 + β · |¬b1 . . . ¬bk〉 with α �= 0 and β �= 0.

We normalize one of the coefficients α or β to 1. A symmetric instance consists
of symmetric constraints only. A basis state solution to a symmetric constraint
like C corresponds to a solution in the sense of Not-all-equal satisfiability of the
clause corresponding to |b1 . . . bk〉 (or |¬b1 . . . ¬bk〉), that is the clause falsified
by assigning b1, . . . , bk to its variables (or ¬b1, . . . ,¬bk).

Definition 1. Let C = (|b1 . . . bk〉 + α |¬b1 . . . ¬bk〉)i1...ik be a symmetric
constraint acting on qubits i1, . . . , ik from qubits 1, . . . , n. For each qubit we pick
a corresponding variable, xi for qubit i. Then the left-hand-side of C is

LHS(C) =
∑

j,bj=1

xij −
∑

j,bj=0

xij
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with j ranging over 1, . . . , k. For α = 1 this is only unique up to multiplication
with −1. In this case we pick one of the two possibilities as LHS(C).

Example 2. We consider the symmetric constraint |110〉 + α |001〉 acting on
qubits i1, i2, i3. Then the left-hand-side is xi1 + xi2 − xi3 . Note that the con-
straint |110〉 − α |001〉 = |110〉 + exp(iπ)α |001〉 has the same left-hand-side,
but is generally not solved by the same states. The constraint β |110〉 + |001〉
has the left-hand-side −xi1 − xi2 + xi3 . This is the previous left-hand-side
multiplied with −1.

Definition 2. Let C = (|b1 . . . bk〉 + α |¬b1 . . . ¬bk〉)i1...ik be a symmetric
constraint with α = r · exp(i · φ), r > 0.

(a) The radius equation of C is LHS(C) = ln r.
(b) The phase equation of C is LHS(C) = π + φ.

Example 3. Consider the constraint

|110〉 + r · exp(iφ) |001〉 , r > 0

on qubits 1, 2, 3 for simplicity. We look for solutions which consist only of non-
basis states. We make the general ansatz:

|qbj〉 = |0〉 + rj exp(iψj) |1〉 , rj > 0, j = 1, 2, 3. (2)

Qubits 1, 2, 3 are a solution of the constraint iff

r1 exp(iψ1) · r2 exp(iψ2) = − r exp(iφ) · r3 exp(iψ3).

As we have r, rj > 0 the preceding equation is true iff both of the following
equations hold:

r1 · r2 = r · r3 and exp(i(ψ1 +ψ2)) = − exp(i(φ+ψ3)) = exp(i(π +φ+ψ3)).

Taking logarithms, the first equation holds iff

ln r1 + ln r2 − ln r3 = ln r. (3)

The second is implied by (the π could also be −π for example)

ψ1 + ψ2 − ψ3 = π + φ. (4)

The radius and phase equations of the constraint are

x1 + x2 − x3 = ln r and x1 + x2 − x3 = π + φ.

Comparing with (3, 4) we see that real solutions to the radius and phase equa-
tions give us non-basis states solving the constraint via (2).

The next proposition collects the observations of the example. Its proof is by
simple calculation following the example.
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Proposition 1. Let C1, . . . , Cm be a symmetric QSat instance over qubits
1, . . . , n. Let t1, . . . , tn be a real solution for x1, . . . , xn of the linear system of
radius equations. Let ψ1, . . . , ψn be a real solution for x1, . . . , xn of the linear
system of phase equations.

Then the states

|qbj〉 = |0〉 + rj · exp(iψj) |1〉 with rj = exp(tj), j = 1, . . . , n

are a solution to C1, . . . , Cm

Note that the preceding proposition only says: If we have solutions to both
linear systems we have states solving all constraints.

Example 4. Consider the symmetric instance

|00〉 + |11〉 , |00〉 − |11〉 = |00〉 + exp(iπ) |11〉
with both constraints on the same two qubits, say 1, 2. The instance is clearly
matched. The left-hand-side can be picked as −x1 − x2 for both constraints.

The system of radius equations is

−x1 − x2 = 0 and − x1 − x2 = 0

both equations are equal. Note that the radius is 1 in both cases (and recall
ln 1 = 0.) The system of phase equations is

−x1 − x2 = π and − x1 − x2 = π + π

We can solve the radius equations with x2 = −x1 giving r1 = exp(x1) and
r2 = exp(−x1), their product must be 1. The phase equations are not solvable.
However, we have a solution of basis states, one qubit must be |0〉 and the other
one |1〉 . We see that the associated homogeneous system −x1−x2 = 0 has a non
trivial solution, one xi > 0 and the other one < 0. Proposition 2 is the general
version of this observation.

Note, that adding the third constraint |01〉 + |10〉 we have an instance which
is not any more solvable by product states. But, the instance is not any more
matched.

Proposition 2 is similar to Corollary 2 in section 2 of [13].

Proposition 2. Let C1, . . . , Cm be a symmetric instance of QSat over qubits
1, . . . , n. Let a1, . . . , an be a non-trivial real solution for x1, . . . , xn of the homo-
geneous linear system

LHS(C1) = 0, . . . , LHS(Cm) = 0.

Assign qubit j with

|qbj〉 = |0〉 if aj < 0 and |qbj〉 = |1〉 if aj > 0,

and let |qbj〉 be an arbitrary state if aj = 0.
Then we have: The state |qb1〉 ⊗ · · · ⊗ |qbn〉 is a solution to any constraint of

the instance which acts on at least one qubit j with aj �= 0.
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Proof. Let C = |b1 . . . bk〉 + α |¬b1 . . . ¬bk〉 be a constraint of the instance. For
simplicity we assume it acts on qubits 1, . . . , k. Let j with 1 ≤ j ≤ k be such
that aj �= 0. As

LHS(C) =
∑

j,bj=1

xj −
∑

j,bj=0

xj

there must be another j′ �= j, 1 ≤ j′ ≤ k, with aj′ �= 0 in order that LHS(C) =
0 is solved. Assume that aj > 0 and bj = 1. Then another aj′ < 0 and bj′ = 1
or an aj′ > 0 and bj′ = 0.

Assume the first alternative applies. Then |qbj〉 = |1〉 and |qbj′〉 = |0〉 . The
term |¬b1 . . . ¬bk〉 evaluates to 0 regardless of the states of the remaining qubits
as ¬bj = 0. The second term |b1 . . . bk〉 evaluates to 0 as bj′ = 1. Thus C is solved
regardless of the remaining qubits.

Assume that the second alternative applies. Then we have |qbj〉 = |qbj′〉 =
|1〉 . The term |b1 . . . bk〉 evaluates to 0 because bj′ = 0. The term |¬b1 . . . ¬bk〉
evaluates to 0 as ¬bj = 0.

The remaining cases are: First, an aj < 0 with bj = 1 and second, all aj with
bj = 1 are assigned 0. These cases are easily treated in the same way.

The following algorithm subsumes the consideration behind Propositions 1
and 2.

Algorithm 1

Input: A matched symmetric instance of QSat on qubits 1, . . . , n.
Output: A solution to this instance.
Set I := the input instance.
1. Set up the linear systems of radius and phase equations of I.
If they both have a solution:

a. Assign the qubits of I as described in Proposition 1.
b. Assign qubits still unassigned arbitrarily.
c. Output: The constructed assignment of states. End.

Comment: Proposition 1 is only used once in the algorithm.
I acts only on qubits which have not been assigned.

2. Construct the homogeneous system with equations LHS(C) = 0 for
each constraint C from I.
3. Obtain a non-trivial solution to this system.

a. Assign basis states to the qubits as in Proposition 2.
b. Leave the remaining qubits unassigned.

4. Set I := those constraints of I which do not act on any qubit
assigned by now.

Comment: Only basis states have been assigned by now.
5. If I has no constraints:

a. Assign the qubits unassigned by now arbitrarily.
b. Output: The assignment of states. End.

6. Goto 1.
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Concerning correctness: First, I always consists of those constraints of the
input which act only on unassigned qubits. As such I is a matched instance
throughout. If 1. applies we are done by Proposition 1.

If 1. does not apply 3. must be successful because I is always matched. Note,
for a matched instance the number of qubits on which it acts must be at least
as large as the number of its constraints. The linear systems considered in 1. or
2. are represented by a matrix with entries 1,−1, 0. And this matrix has at least
as many non-zero columns as it has rows. Each column corresponds to a qubit
on which I acts and each row to a constraint.

If one of the non-homogeneous systems cannot be solved (over the reals) the
column rank of the matrix is strictly less than the number of rows which in turn
is at most the number of non-zero columns. Therefore the kernel of the linear
mapping must be non-trivial and the algorithm finds a solution in 3. At least 1
constraint is solved by the assignment in 3. a., regardless of how the remaining
qubits will be assigned (this is by Proposition 2). Then I obtained in 4. has at
least one constraint less than before.

We emphasize that the instance I still to be solved always is a subset of the
original constraints of the input. The constraints themselves are not changed.

Concerning running time: O(n)−times solving linear equations yields O(n4).

2.2 Reduction to Symmetric Instances

We need a basic transformation step:

Assign |qbi〉 = |b〉 , b = 0, 1.

First, this transformation decomposes each constraint C which acts on qubit
i and at least one additional qubit as

C = |b〉i ⊗ |φ1〉 + |¬b〉i ⊗ |φ2〉 .

Second, it substitutes C with |φ1〉 . If the first term is not present (|φ1〉 = 0) we
delete the constraint. For this transformation we have: If we have no constraint
acting only on i then any solution of the transformed instance yields a solution
to the original instance after assigning |qbi〉 = |b〉 .

Now we have a matched instance of QSat with two terms. We transform it
into a matched symmetric instance such that any solution to the transformed
instance yields a solution to the original instance.

To begin with, we get rid of the non-symmetric constraints with two terms.
Non-symmetric constraints with two terms can be written as

|b〉 ⊗ (|b1 . . . bk〉 + α |c1 . . . ck〉), α �= 0, b = 0, or b = 1.

We use the following transformation rules:

1. Elimination of the constraint

|b〉i ⊗ (|b1 . . . bk〉 + α |c1 . . . ck〉)
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where i is not the matched qubit of the constraint. In this case we substitute
the constraint with

|b1 . . . bk〉 + α |c1 . . . ck〉 .

Note that qubit i may well occur in the new instance. The instance remains
matched and any solution to the new instance is a solution to the original
instance regardless of the state qubit i gets.

2. Elimination of the constraint

|b〉i ⊗ (|b1 . . . bk〉 + α |c1 . . . ck〉)
where i is the matched qubit of the constraint. In this case we first delete
the constraint. Then we use the rule Assign |qbi〉 = |¬b〉 . We observe that
the only constraint acting only on qubit i can be the constraint considered as
each constraint acting on i must act on its matched qubit, too. The instance
remains matched.

We apply 1. as long as it applies and then 2. Now we have a matched instance
in which all constraints with 2 terms are symmetric. We still need to eliminate
constraints with only 1 term. We apply the following transformation rule to the
instance.

3. Elimination of the constraint |b1 . . . bk〉i1,...,ik . Let ij be the matched qubit.
First, we delete the constraint, then we do Assign |qbij 〉 = |¬bij 〉 . The new
instance is matched. Note that an application of this step may well generate
new constraints with 1 term.

We iterate 3. as long as we have constraints with 1 term only. This yields a
symmetric matched instance with two terms or an instance without constraints.
In this case we assign any qubits still left over arbitrarily.

3 Proof of Theorem 2

We give a translation of a classical 3–Sat formula into a matched instance of
QSat. For this translation we need several subinstances as building blocks.

First the so called bit instance consisting 2 constraints:

|00〉i,j , |11〉i,j .

This is a matched instance (matching the first constraint to i and the other one
to j) with the following property: A product state is a solution to this instance
iff |qbi〉 = |b〉 and |qbj〉 = |¬b〉 , b = 0, 1. The instance allows to restrict attention
to states which are basis states and thus classical boolean values. (Note that the
instance is solved by the state |01〉 + |10〉 , but this is not a product state and
therefore is not of relevance here.)
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Second, the conjunction constraint:

|011〉 + |1〉 ⊗ (|01〉 + |10〉 + |00〉) on qubits i, j, k.

This constraint computes the logical ∧ in the following sense: If |qbj〉 = |b〉 and
|qbk〉 = |c〉 where b, c = 0, 1 then |qbi〉⊗|qbj〉⊗|qbk〉 is a solution to this constraint
iff |qbi〉 = |b ∧ c〉 .

For disjunction the constraint:

|0〉 ⊗ (|01〉 + |10〉 + |11〉) + |100〉 on qubits i, j, k.

For negation we get |00〉+|11〉 . If a product state is a solution we have: If one
of the qubits is a basis state, the other one must its negation. (We have included
this only for didactic purposes, we do not need this constraint.) Note that the
two constraints above |00〉 , |11〉 enforce that both qubits are basis states.

These building blocks can be assembled to get a matched instance which
determines the truth value of a 3–Sat formula with boolean variables x1, . . . , xn

given the truth values of the variables.
Initialization subinstance:

|00〉1,n+1 , |11〉1,n+1 , |00〉2,n+2 , |11〉2,n+2 , . . . , |00〉n,2n , |11〉n,2n .

This is clearly matched. For any solution we have that qubits 1, . . . , n are basis
states and qubits n+1, . . . , 2n the corresponding negations. Moreover, any com-
bination of basis states of qubits 1, . . . , n can occur in a solution.

Given truth values for qubits 1, . . . , n we can calculate the truth value of
a clause with 3 literals with two disjunction constraints. The first qubit (the
result) of these constraints always is a new qubit. This new qubit is (and must
be) the matched qubit of the constraint.

After this we use m − 1 conjunction constraints to calculate the conjunction
of the values computed for the m clauses of the 3–Sat formula before. The first
qubit of each conjunction constraint is a new qubit. Again it is the matched
qubit.

Clearly the instance constructed by now is matched. Let r be the qubit which
contains the final result. With the additional constraint |0〉r we can ensure that
|qbr〉 = |1〉 . Thus any solution of the instance constructed gives a satisfying
assignment. But with this constraint the instance is not any more matched. (We
see here that constructing product state solutions, provided they exist, of QSat
instances with one more constraint than the number of variables is NP-hard.)

But, restricting to the reals the test |qbr〉 = |1〉 is possible without violating
the matching condition. The building block for this is:

(|00〉 + |11〉)t,s , (|01〉 − |10〉)t,s
on two qubits t, s. Clearly by itself this is matched. A product state solution is

(a0 |0〉 + a1 |1〉) ⊗ (b0 |0〉 + b1 |1〉) with a0 = b0 = 1, a1 = b1 = i

as a0b0 = 1 and a1b1 = −1 and a0b1 = a1b0 = i .
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It is easy to see that we have no real product state solution: First, each
product state solution is such that a0, a1, b0, b1 must all be �= 0. For if a0 = 0,
for example, we must have that b1 = 0, in order to have a solution of the first
constraint. This means b0 = 1 and then the state does not solve the second
constraint.

Now
a0b0 + a1b1 = 0 and a0b1 − a1b0 = 0

implies a0 = − a1b1/b0 and then with the second equation − a1b
2
1 − a1b

2
0 = 0.

This implies − b21/b20 = 1 and b1/b0 = i . Thus we have no solution of real
product states for the building block. (Note that |00〉 − |11〉 is a real solution,
but non-product.)

Now we add to the instance the following two test constraints:

((|00〉 + |11〉) ⊗ |0〉)t,s,r , ((|01〉 − |10〉) ⊗ |0〉)t,s,r
with r the result qubit above and t, s new qubits.

Clearly the whole instance is still matched. A product state solution over the
reals must have |qbr〉 = |1〉 to solve the test constraints. If |qbr〉 = |0〉 we must
have a solution to |00〉 + |11〉 , |01〉 − |10〉 on qubits s, t. Thus qubits 1, . . . , n
of a solution over the reals must be a satisfying assignment of the original 3–Sat
instance.

4 Conclusion

The whole paper centers around the question of constructing product state solu-
tions. For Theorem 1 this is the obvious task as a solution is promised to exist.
But for Theorem 2 this is not the only way to address the question: One might
ask for the complexity of the mere decision version, and in this case the promise
in the definition of QMA1 for instances without solution must be accounted for.
Such a result seems to be stronger than the one obtained here. We ask: Can our
techniques be adapted to get hardness for the decision question over the reals?

Much broader is the following: Do their exist more (classical) constraint satis-
faction problems such that matched instances are guaranteed to have a solution,
but is not clear how to find one?
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Abstract. We consider the proof system Res(⊕) introduced by Itsykson
and Sokolov [8] which is an extension of Resolution proof system and
operates with disjunctions of linear equations over F2. In this paper we
prove exponential lower bounds on tree-like Res(⊕) refutations for Order-
ing and Dense Linear Ordering principles by Prover-Delayer games.

We also consider the following problem: given two disjunctions of lin-
ear equations over ring R decide whether all Boolean satisfying assign-
ments of one of them satisfy another. Part and Tzameret conjectured
that for rings R �= F2 this problem is coNP-hard, but proved it only for
rings with char(R) = 0 and char(R) ≥ 5 [10]. We completely prove the
conjecture.

1 Introduction

The resolution proof system is among most studied and well-known proof sys-
tems. Some formulas that encode unsatisfiable systems of linear equations over
F2 are hard for resolution and even for bounded-depth Frege [3]. Itsykson and
Sokolov [8] suggested an extension Res(⊕) which operates with disjunctions of
linear equations over F2. This extension has short proofs for unsatisfiable systems
of linear equations over F2. Res(⊕) is an interesting partial case of bounded-
depth Frege with parity gates. However, there are no known super-polynomial
lower bounds on the size of derivations in Res(⊕). We are primarily concerned
with tree-like Res(⊕). For an unsatisfiable CNF formula φ consider a problem
Searchφ: given an assignment of variables of φ find a clause of φ that is falsified
by this assignment. It is known that tree-like resolution refutations for φ are
equivalent to decision trees for Searchφ. Itsykson and Sokolov [8] proved a sim-
ilar result: tree-like Res(⊕) refutations of φ are equivalent to the parity decision
trees for Searchφ.

We emphasize three main methods for proving lower bounds on tree-like
Res(⊕) refutations:
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1. Lower bounds from communication complexity. A tree-like Res(⊕) refutation
of φ of size s can be transformed into a randomized communication protocol
for the problem Searchφ with the randomized communication complexity
log(s) [8]. Hence, the size of any Res(⊕) refutation of φ can be obtained
from the lower bound on the randomized communication complexity [2,6].
However, lower bounds on communication complexity of Searchφ are only
known for specifically constructed formulas which often involve lifting. This
is a disadvantage of this method since it most probably cannot be used for
particular formulas.

2. Lower bounds from Polynomial Calculus over F2. For an unsatisfiable k-CNF
formula φ tree-like Res(⊕) refutation of φ of size s can be transformed into a
Polynomial Calculus refutation of φ with degree at most O(log(s))+k. Hence,
the size of tree-like Res(⊕) refutations of φ follows from the lower bounds on
the degree of Polynomial Calculus refutations of φ. It was first noted by Garĺık
and Ko�lodziejczyk [5]. For a detailed overview of this method one may refer
to [10]. This method gives lower bounds on random 3-CNF formulas [10]. One
of the restrictions of this method is that it requires φ to be in a k-CNF for a
small k.

3. Lower bounds from Prover-Delayer games. Prover-Delayer games were orig-
inally proposed for tree-like resolutions by Pudlák and Impagliazzo [11] and
extended to Res(⊕) by Itsykson and Sokolov [7,8]. Itsykson and Sokolov [8]
used this technique to prove lower bound 2

n−1
2 on the size of proofs for Pigeon-

hole Principle (PHPm
n ). The lower bounds on Pigeonhole principle can also

be obtained from the lower bound on the degree of Graph-Pigeonhole Princi-
ple refutation in Polynomial Calculus, but it requires the number of pigeons m
to be polynomial in the number of holes n [9]. The proof which uses Prover-
Delayer games does not apply any restrictions on m. Until this moment,
Pigeonhole was the only non-trivial example of this technique for tree-like
Res(⊕). In this paper we give another two natural examples of hard formulas
for tree-like Res(⊕) which we prove using Prover-Delayer games. This method
is relatively easier than the previous two and the proofs are more explicit.

1.1 Our Results

In Sect. 3 we prove lower bounds on the size of Res(⊕) refutations of two families
of unsatisfiable CNF formulas using Prover-Delayer games.

In Sect. 3.2 we consider the encoding of the negation of Ordering princi-
ple which states that there are no linear orderings without minimum and give
2n−O(1) lower bound on the size of any tree-like Res(⊕) refutation. It is also pos-
sible to prove a similar (but slightly worse) lower bound 2n/4−O(1) using the lower
bound on the degree of derivations in Polynomial Calculus of Graph-Ordering
principle [4,9].

In Sect. 3.3 we consider the encoding of the negation of Dense Linear Ordering
principle which states that there are no dense linear orderings and give 2n/3−O(1)

lower bound on the size of any tree-like Res(⊕) refutation. This principle was
considered by Atserias and Dalmau [1]. There are no known lower bounds in
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Polynomial Calculus on graph variant of this principle (unlike the case of Graph-
Ordering). This proof is more involved than the previous one: it uses ideas from
both the Ordering principle and Pigeonhole principle lower bound proofs.

Both Ordering and Dense Linear Ordering principles have resolution refuta-
tions of polynomial size [1]. Thus, we give natural examples that are hard for
tree-like Res(⊕) and easy for resolution.

Itsykson and Knop described in [7] how to construct hard satisfiable formulas
for drunken DPLL(⊕) algorithms based on hard unsatisfiable formulas such that
their hardness is proved by Prover-Delayer games. Thus, hard satisfiable formulas
for drunken DPLL(⊕) algorithms can be also constructed from Ordering and
Dense Linear Ordering principles.

Part and Tzameret considered an extension of Res(⊕) over an arbitrary ring
R [10]. They used syntactic variant of weakening rule and conjectured that veri-
fying the correctness of application of semantic weakening rule on Boolean cube
is hard for rings R �= F2. They proved it for rings with char(R) = 0 and
char(R) ≥ 5 and left the remaining cases as an open question. In Sect. 4 we
prove the conjecture completely by showing it for rings with char(R) = 3 and
char(R) = 2, R �= F2.

1.2 Further Research

It is an open question whether Graph-Dense Linear Ordering principle requires
large degree for Polynomial Calculus proofs.

Part and Tzameret [10] generalized the lower bound for Pigeonhole principle
from [8] to the case of an arbitrary ring. For Ordering principle and Dense Linear
Ordering principle their approach fails. It is interesting whether it is possible to
generalize the proofs for this principles for the case of an arbitrary ring.

2 Preliminaries

2.1 Resolution over Linear Equations

In this section we describe a proof system that we use throughout the paper. We
focus on the case R = F2 and give a definition for the system Res(⊕) as given
in [8]. For other choices of the ring R one may refer to [10].

A linear clause is a disjunction
m∨

i=1

(fi = αi) of linear forms {fi}m
i=1 over F2

where αi ∈ F2, i = 1, 2, . . . ,m. We say that the linear clause D is semantically
implied by linear clauses C1, . . . , Cs if every satisfying assignment of the variables

of
s∧

i=1

Ci also satisfies D. We denote it as C1, . . . , Cs � D.

This proof system has two rules:

– Resolution rule that allows to derive the linear clause A∨B from linear clauses
A ∨ (f = 0) and B ∨ (f = 1) where f is a linear form over F2.
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– (Semantic) Weakening rule that allows to derive the linear clause D from the
linear clause C if D is semantically implied by C.

A proof of the unsatisfiability of a CNF formula is a derivation of the empty
clause from the clauses of the initial formula using one of the rules above. If a
proof can be arranged as a binary tree with the empty clause in the root, the
initial clauses in the leaves, and every clause in an internal node being a result
of application of the rules to the children of that node then the proof is tree-like.

Itsykson and Sokolov [8] proved that the described system is indeed a proof
system. We emphasize that it is not the case for different choices of underlying
ring R, as noted in [10]. For instance, for R = F2 the following lemma holds
while for other rings this problem is coNP-hard. This is covered in Sect. 4 of the
paper.

Lemma 2.1 ([8] ). Application of semantic weakening rule can be verified in
polynomial time: there is an algorithm that for linear clauses C and D verifies
whether D is semantically implied by C in time poly(|C| + |D|).

2.2 Prover-Delayer Games

Pudlák and Impagliazzo introduced in [11] Prover-Delayer games for proving
lower bounds on tree-like resolution refutations. We incorporate a straightfor-
ward extension of such games (see [7] for a detailed description of the method).

The game is played by two players: Prover and Delayer. They both have an
unsatisfiable CNF formula φ. Delayer pretends to know a satisfying assignment
of φ and Prover wants to find a falsified clause by asking Delayer about the
values of linear forms over F2. The game consists of two steps:

1. Prover chooses the linear form g over F2 and asks Delayer for the value of g
on the assignment.

2. Delayer either answers with 0 or 1 or with ∗ allowing Prover to choose any
value. In the latter case Delayer earns a coin.

The game ends when there is a clause C of φ which is falsified by every solution
of a Prover’s system.

Lemma 2.2 ([7,8]). If Delayer has a strategy that guarantees winning of at least
k coins against any Prover in any game the unsatisfiable formula φ then the size
of any tree-like Res(⊕) proof of the unsatisfiability of φ is at least 2k

3 Framework for Proving Lower Bounds Based on
Prover-Delayer Games

For our case it is crucial that for field F2 the disequality f(x) �= α is equivalent
to the equality f(x) = 1 − α. Due to this fact it is more convenient to work

with the negation of the linear clause C =
m∨

i=1

(fi = αi) being the linear system
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¬C =
m∧

i=1

(fi = 1 − αi). The correspondence between them is the following: all

solutions of the system ¬C are exactly the variable assignments that falsify the
clause C.

For Pigeonhole principle PHPm
n we can find a certain property about the

structure of its solutions. This originally was proved in [8] for tree-like Res(⊕)
and then generalized by Part and Tzameret in [10] for arbitrary rings. We apply
similar ideas to Ordering and Dense Linear Ordering principles.

Consider an unsatisfiable CNF formula φ. We split its clauses into two groups
φ = F ∧E where F and E are CNF subformulas of φ. We say that the solution σ
of the linear system Av = b in the variables of E (and possibly other variables)
is E-respectful if for every clause C in E the solution σ satisfies C.

Theorem 3.1 (cf. [8], Lemma 5.1 and Theorem 5.1). Suppose that for the
function f for every linear system Av = b over F2 in the variables of φn = F ∧E
with less than f(n) equations in the system we have the following property: if the
system has E-respectful solution that falsifies some clause C in F then it also
has another E-respectful solution that does not falsify C. Then the size of any
tree-like Res(⊕) proof is at least 2f(n).

Proof. We construct a strategy for Delayer that guarantees winning of at least
f(n) coins. Then the statement follows from Lemma 2.2. We fix n and drop
index n from φn until the end of the proof. Let Φ be the system of all lin-
ear forms from Prover’s questions together with its assigned values (Delayer’s
answers or Prover’s choices for ∗). Initially, the system is empty. We keep the
invariant while Delayer earned less than f(n) coins: the system has at least
one E-respectful solution and there is no clause C in F that is falsified by all
E-respectful solutions.

The round of the game starts with the linear form g from Prover. If g(x) = α
is E-respectfully implied by Φ for some α ∈ F2 (i.e. all E-respectful solutions
of Φ satisfy g(x) = α) then Delayer simply answers α. Otherwise, there are
some E-respectful solutions with g(x) = 0 and some with g(x) = 1. In that case
Delayer says ∗ and lets Prover choose the value arbitrarily.

Consider three possible conclusions of the game:

1. Φ does not have any solutions. This case is impossible because by the invariant
it has an E-respectful solution.

2. Φ only has solutions that falsify clauses in E. It is not the case because Φ has
at least one E-respectful solution.

3. Φ has at least one solution that falsifies a clause C in F . Consider the linear
system Φ′ ⊂ Φ which corresponds only to the answers ∗ of Delayer. By con-
struction all lines in Φ \ Φ′ are E-respectfully implied by Φ′, hence Φ′ does
not have any new E-respectful solutions. Therefore, C in F also falsifies every
E-respectful solution of Φ′, and by assumption Φ′ must have more than f(n)
lines (and that is exactly how many coins Delayer earned).

The described strategy allows Delayer to earn at least f(n) coins, therefore
the size of any tree-like Res(⊕) proof is at least 2f(n) by Lemma 2.2. �
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3.1 Pigeonhole Principle

In this case E consists of all hole-clauses (that state that no more than one
pigeon can be in any hole) and F consists of pigeon-clauses (that state that each
pigeon sits in at least one hole).

Lemma 3.2 (cf. [8], Lemma 5.1). Let Ax = b be the linear system in the
variables of PHPm

n with at most n−1
2 equations that has an E-respectful solution.

Then for every clause C ∈ F there is the E-respectful solution τ of the system
Ax = b that satisfies C.

Theorem 3.3 ([8]). The size of any tree-like Res(⊕) refutation of PHPm
n is at

least 2
n−1
2 .

Proof. Follows from application of Lemma 3.2 to Theorem 3.1. �

3.2 Ordering Principle

Ordering principle states that for any positive n there are no linear orderings
of n elements without minimal element. For any n we encode the negation
of this statement by the unsatisfiable CNF formula Orderingn with variables
{xij}i�=j∈[n] where xij = 1 if element i is less than element j (we denote it as
i ≺ j) and xij = 0 otherwise. The clauses of Orderingn are of four types:

1. Anti-symmetry: ¬xij ∨ ¬xji for all i �= j ∈ [n].
2. Totality: xij ∨ xji for all i �= j ∈ [n].
3. Transitivity: ¬xij ∨ ¬xjk ∨ xik for all distinct i, j, k ∈ [n].
4. Non-minimality (i.e. non-existence of the minimal element):

Ci =
∨

j∈[n]\{i}
xji for all i ∈ [n].

We separate all clauses into two groups E and F (with its meaning as in
Theorem 3.1) so that E consists of all clauses that encode a property of solution
being a linear ordering (types 1–3) and F consists of the non-minimality clauses
{Ci}.

Lemma 3.4. Let Ax = b be the linear system in the variables of Orderingn

with at most n − 2 equations that has an E-respectful solution. Then for every
clause C ∈ F there is the E-respectful solution τ of the system Ax = b that
satisfies C.

Proof. Every E-respectful solution of Ax = b encodes a linear ordering, hence
exactly one of the clauses of F must be refuted by each solution (the clause
corresponding to the non-minimality of the minimum element in this particular
ordering).

Let σ be the E-respectful solution of Ax = b. Without loss of generality we
may assume that σ encodes the natural ordering (1, 2, . . . , n). We also replace
all occurrences of xji where j > i with 1 − xij . As we are only interested in
E-respectful solutions, the operation is safe.
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We prove the statement by induction on n.
The base case n = 2 is trivial. The system Ax = b is empty so every linear

ordering on n elements can be encoded as an E-respectful solution of the system.
Clearly, for n > 1 there are at least two of them with different minimal elements.

Induction step: among all variables xij that appear in Ax = b with non-zero
coefficient choose i, j so that no xkl appear in the system for all k, l such that
i ≤ k < l ≤ j and (k, l) �= (i, j). If there are more than one such a choice, choose
one with the greatest value of i. We can always choose such i as any xij in the
system with smallest value of j − i satisfies such conditions.

Suppose that i = 1. By the construction (we chose i to be maximal possible)
only variables x12, . . . , x1n can appear in the system. Consider Ax = b as a
system of these variables. It has a solution by the assumption, and the number
of lines in the system is n−2 that is fewer then the number of variables. Hence, the
system must have another solution τ ′. This partial solution of the original system
can be extended to any E-respectful solution with fixed position of element 1 (as
we fix only {x1k}n

k=2). Arbitrarily extend τ ′ to τ for all other variables such that τ
is still an E-respectful solution, and 1 is not a minimal element in corresponding
ordering: our choice of the values of {x1k}n

k=2 is different from the σ (which set
all of them to 1), hence there is some k, s.t. x1k = 0 in τ , i.e k ≺ 1.

Otherwise i > 1. In this case we “glue” two specifically chosen elements (i
and j) of the order encoded by σ and then reduce the problem to the induction
hypothesis.

Firstly, consider any line of Ax = b with xij and add it to other lines with
xij . This way xij appears only in one equation of the resulting system (which is
clearly equivalent to Ax = b since we only added some equations together). We
denote this equation as f(x) = α. Let Bx = c be the rest of the system.

We “glue” elements i and j together in Bx = c by replacing all of the
occurrences of j by i. This operation is correct as there are no xkl for all i ≤
k < l ≤ j in Bx = c by the choice of i, j. Let B′x′ = c be the “glued” system. It
has an E-respectful solution σ′ = (1, 2, . . . , i, . . . , j − 1, j + 1, . . . , n).

The system B′x′ = c has at most n − 3 lines, depends on the variables
corresponding to the ordering of n−1 elements, and has the E-respectful solution
σ′. Therefore we can apply the induction hypothesis and get the different E-
respectful solution τ ′ corresponding to the ordering (τ1, . . . , τn−1) with τ1 �= 1.

Let i = τk for some k. We consider two orderings

(τ1, . . . , τk−1, i, j, τk+1, . . . , τn−1) (1)

and
(τ1, . . . , τk−1, j, i, τk+1, . . . , τn−1). (2)

Each of them corresponds to the E-respectful solution τ (t),t=1,2 of Bx = c
and only one of them satisfies f(x) = α. Therefore, for some t ∈ {1, 2} we have
τ = τ (t) that is an E-respectful solution of Ax = b, and σ and τ have different
minimal elements in corresponding orderings. �
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Theorem 3.5. The size of any tree-like Res(⊕) refutation of Orderingn is at
least 2n−2.

Proof. Follows from application of Lemma 3.4 to Theorem 3.1. �

3.3 Dense Linear Ordering Principle

Dense Linear Ordering (DLO) principle states that there are no dense linear
orderings of n elements. We encode the negation of this statement as the CNF
formula DLOn with variables {xij}i�=j∈[n] where xij = 1 iff i goes before j (i ≺ j)
and {zikj}i�=j �=k∈[n] where if i ≺ j and zikj = 1 then i ≺ k ≺ j (we call such k a
“witness” of i ≺ j). DLOn has five types of clauses:

1. Anti-symmetry: ¬xij ∨ ¬xji for all i �= j ∈ [n].
2. Totality: xij ∨ xji for all i �= j ∈ [n].
3. Transitivity: ¬xij ∨ ¬xjk ∨ xik for all distinct i, j, k ∈ [n].
4. Semantics for z’s: ¬zikj ∨ xik and ¬zikj ∨ xkj for all distinct i, j, k ∈ [n].
5. Density (if i ≺ j then there must be some k between them):

Cij = ¬xij ∨ (
∨

k∈[n]\{i,j}
zikj) for all i �= j ∈ [n].

We separate clauses into two groups: E is a set of clauses of type 1–4, and F
is the rest, i.e. {Cij}.

Lemma 3.6. Let Av = b be the linear system in the variables of DLOn with
at most M = n−3

3 equations that has an E-respectful solution. Then for every
clause Cst in F there is an E-respectful solution of the system Av = b that
satisfies this clause.

Firstly, we prove a restricted auxiliary version of this lemma:

Claim. Let Av = b be the linear system in the variables of DLOn with at most
n − 3 equations that has the E-respectful solution σ which sets the values of all
z’s to 0. Then for every clause Cst in F there is the E-respectful solution τ of
the system Av = b that satisfies this clause and τ can set a z variable to 1 only
if it has the form zskt for some k.

Proof. Without loss of generality assume that the system has the E-respectful
solution σ that corresponds to the natural ordering (1, 2, . . . , n). We replace all
occurrences of xji, j > i in the system with 1 − xij .

Let Cst be the clause of F that is falsified by σ.
We prove the statement by induction on n.
Base case n = 3 is trivial since the system is empty and for every clause in F

can be satisfied by some ordering. We can either choose an ordering with s � t
or choose an ordering with s ≺ w ≺ t for some w (which exists since n ≥ 3), and
set zswt = 1.

Induction step. Choose the pair (i, j) such that t ≤ i < j, xij appears in
Av = b with non-zero coefficient and no other xkl appears in the system for all
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k, l satisfying i ≤ k < l ≤ j, (k, l) �= (i, j). If there are more than one such a
choice, choose the pair with the maximal value of i. Suppose that such a pair
exists. We “glue” i and j into i in a similar way as we did in the proof of
Lemma 3.4.

Modify the system by leaving xij only in one equation f(v) = α by adding
this equation to any other line of the system containing xij . Let Bv = c be the
rest of the system. Replace each occurrence of j in Bv = c by i and denote the
resulting system as B′v = c′. System B′v = c′ has an E-respectful solution τ by
the induction hypothesis. Now extend τ by adding j and placing to the one of
the sides of i: choose an order for i and j to satisfy f(v) = α.

If we cannot choose such pair, then t does not compare with any other w > t
and we can modify σ so that t is a maximal element in the ordering encoded by
σ: we can set xwt = 1 for all w > t and it will remain a solution as xwt does not
appear in the system.

Similarly try to choose the pair (i, j) to the left of s: i < j ≤ s such that xij

appears in the system with non-zero coefficient and no xkl appears in the system
for all k, l satisfying i ≤ k < l ≤ j, (k, l) �= (i, j). “Glue” them into j and apply
the induction hypothesis if successful, otherwise make s the minimum element.

Otherwise, we have the E-respectful solution with s as the minimum and t
as the maximum, hence any other element can be taken as a witness of s ≺ t.
Assign the values from σ for all variables except zskt for all k. The resulting
system has n − 2 variables, at most n − 3 equations, and has a zero solution,
hence it has at least one other solution with some zskt set to 1. We can change
σ according to that solution and get the resulting E-respectful solution τ which
has τ(zskt) = 1 for some k. �

Proof (Lemma 3.6). Every E-respectful solution encodes a linear ordering.
Let σ be the E-respectful solution of the system with minimal number of

1’s assigned to the z variables. We claim that σ sets at most M ones to the z
variables. Indeed, set all x’s from σ to Av = b and view the resulting system
as a system in z variables. There are at most M lines, hence there are at most
M basic variables, and all other variables are free. We can set all free variables
to 0, and only the basic ones can be set to 1. Here we stress the fact that if
σ is an E-respectful solution with σ(zijk) = 1 for some i, j, k, then we can set
σ(zijk) = 0 and it will remain E-respectful, i.e. changing 1 to 0 in z’s does not
falsify any clause in E.

Let us define the system Cv = d: it contains all equations from Av = b with
zijk replaced by 1 if σ(zijk) = 1; also, for every zijk with σ(zijk) = 1 it contains
two additional equations xij = 1 and xjk = 1.

By the construction, the resulting system Cv = d has at most 3M ≤ n − 3
equations and for every zijk which appears in Cv = d we have σ(zijk) = 0.
Therefore, the system has E-respectful solution σ′ which coincides with σ on x’s
and sets all z’s to 0.

We can apply Lemma 3.3 to the system Cv = d with the solution σ′ for the
clause Cst and get the E-respectful solution τ of Cv = d that satisfies Cst. Since
for every zijk in Av = b with σ(zijk) = 1 we have τ(xij) = 1 and τ(xjk) = 1,
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we can set τ(zijk) = 1 and it will remain E-respectful. The modified τ is an
E-respectful solution of Av = b because of that and it satisfies Cst. �

Theorem 3.7. The size of any tree-like Res(⊕) refutation of DLOn is at least
2(n−3)/3.

Proof. Follows from application of Lemma 3.6 to Theorem 3.1. �

We emphasize here that this result is new and to the moment cannot be
obtained using different techniques.

4 Weakening in Rings R �= F2 is Hard to Verify

Let R be a commutative ring with identity. A linear clause over R is a disjunction
s∨

i=1

fi(x) = αi of linear equations fi(x) = αi over R. We say that the linear clause

D is semantically implied on Boolean cube by the linear clause C if every 0/1
assignment of the variables that satisfies C also satisfies D. Semantic weakening
rule on Boolean cube allows to derive the linear clause D from the linear clause
C if D is semantically implied by C on Boolean cube.

Part and Tzameret conjectured [10] that verifying application of semantic
weakening rule on Boolean cube is a coNP-hard problem if R �= F2 (recall that
for R = F2 it can be done in polynomial time by Lemma 2.1). Part and Tzameret
only proved this statement for R with char(R) = 0 or char(R) ≥ 5:

Proposition 4.1 ([10], Proposition 5). Let R be a ring with char(R) = 0 or
char(R) ≥ 5. Then the following problem is coNP-complete: given a linear clause
over the ring R decide whether it is a tautology on Boolean cube.

We consider the remaining cases: R �= F2 with char(R) = 2 or char(R) = 3,
hence completing the proof of the conjecture.

Theorem 4.2. Let R be a ring, R �= F2. Then the following problem is coNP-
complete: given a linear clause over the ring R decide whether it is a tautology
on Boolean cube.

Proof. For the case of rings of characteristic 0 one may refer to the proof of
Proposition 5 by Part and Tzameret in [10]. We prove the statement for the ring
R with char(R) > 0, R �= F2.

We show how to encode any given 3-DNF formula φ = φ(x1, x2, . . . , xn) as a
disjunction of linear equations Φ = Φ(y1, y2, . . . , ym) so that φ is a tautology iff
Φ is a tautology on Boolean cube {0, 1}m. The plan of the proof is the following.
Firstly, we transform φ into an equivalent disjunction of “all equal” predicates
(denoted as ae). Then we show that such predicates can be encoded as linear
equations in R on Boolean cube.
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Definition 4.3. The predicate “all equals” is defined on R3 and ae(x, y, z) = 1
iff x = y = z in R.

To perform the transformation we use the idea from the proof that
NAE-3-SAT is NP-complete [12]: the clause x ∨ y ∨ z holds iff the formula
∃a.¬ ae(0, x,¬a) ∧ ¬ ae(y, z, a) holds (we prove the similar statement below).

Without loss of generality we assume that every term (a conjunction of width
at most 3) of the 3-DNF formula has width exactly 3: we can simply repeat
an arbitrary literal of this term several times (e.g. replace x ∧ y with x ∧ y ∧
x). For DNF formulas we use a similar statement: x ∧ y ∧ z is equivalent to
∀a. ae(0,¬x,¬a) ∨ ae(¬y,¬z, a). The proof is straightforward: for a = 0 the
second condition forces y = z = 1 and for a = 1 the first condition forces x = 1.
We apply the transformation to every term of φ, introducing a fresh variable ai

for (a in the example above) for every term ti of the system. Since we are checking
the system for being a tautology on Boolean cube, we can simply remove all ∀
quantifiers for freshly-introduced variables. We denote the resulting system as Φ.

Remark 4.4. We assume that every variable can only be set to either 0 or 1,
hence for every variable a in R we can safely use ¬a to denote 1 − a in R.

Claim. φ is a tautology iff Φ is a tautology.

Proof. Let σ be the assignment to the variables of φ.
Assume that φ is a tautology. Hence some term x ∧ y ∧ z is satisfied by σ.

By the construction after application of σ we get ae(0, 0,¬a) ∨ ae(0, 0, a) which
concludes that either ¬a = 0 or a = 0, which is clearly true since a ∈ {0, 1}.
Therefore, any extension of σ to the variables of Φ satisfies Φ.

The opposite direction is similar. Assume that Φ is a tautology. Consider
system Ψ = Φ|σ. Since Φ is a tautology on Boolean cube, Ψ is also a Boolean
tautology consisting of only fresh variables ai introduced during the transfor-
mation (recall that for every term ti we introduced variable ai which appears
exactly in two clauses). By the construction and after application of σ, every
variable ai appears in at most two clauses of the form ai = β for some β ∈ R,
and does not appear in any other clauses. Hence, Ψ is a Boolean tautology iff for
some i there are clauses ai = 0 and ai = 1 in Ψ . We can get these equations only
if the assignment σ satisfies the original term (it can be checked by considering
all possible assignments to the variables of the term). �

Claim. A Boolean restriction of the predicate “all equals” ae can be expressed
in any ring R of positive characteristic and R �= F2 by a single linear equation
in R.

Proof. For R with char(R) = 2, R �= F2: let α be any element of R that is not 0
or 1. Then ae(x, y, z) = 1 iff x + αy + (1 + α)z = 0 for Boolean x, y, z.

For simplicity, we start with the definition of this operator for char(R) = 3.
In this case ae(x, y, z) = 1 iff x + y + z = 0 on Boolean cube. It can be easily
checked by considering all possibilities for Boolean x, y, and z.
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In case of arbitrary char(R) = k ≥ 3 repeat any variable in the sum so that
the total number of summed variables is k. For the ring R with characteristic
k ≥ 3 and Boolean variables x1, x2, . . . , xk the linear equation x1+x2+· · ·+xk =
0 holds iff all xi are equal. Hence, we can encode the “all equals” predicate
ae(x, y, z) as x + y + z + x + · · · + x

︸ ︷︷ ︸
k−3

= 0 in R. � �

Acknowledgements. The author is grateful to Dmitry Itsykson, Dmitry Sokolov, and
Anastasia Sofronova for fruitful discussions. The author also thanks Dmitry Itsykson
for the statement of the problem and Dmitry Sokolov for telling about Dense Linear
Ordering principle and related problems.

References

1. Atserias, A., Dalmau, V.: A combinatorial characterization of resolution width. J.
Comput. Syst. Sci. 74(3), 323–334 (2008)

2. Beame, P., Pitassi, T., Segerlind, N.: Lower bounds for LovÁsz-Schrijver systems
and beyond follow from multiparty communication complexity. SIAM J. Comput.
37(3), 845–869 (2007)

3. Ben-Sasson, E.: Hard examples for the bounded depth Frege proof system. Comput.
Complex. 11(3), 109–136 (2002)

4. Galesi, N., Lauria, M.: Optimality of size-degree tradeoffs for polynomial calculus.
ACM Trans. Comput. Logic 12(1), 4:1–4:22 (2010)
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Abstract. This article studies the complexity of the word problem
in groups of automorphisms (or reversible cellular automata) of sub-
shifts. We show in particular that for any computably enumerable Tur-
ing degree, there exists a (two-dimensional) subshift of finite type whose
automorphism group contains a subgroup whose word problem has
exactly this degree. In particular, there are such subshifts of finite type
where this problem is uncomputable. This remains true in a large setting
of subshifts over groups.

Subshifts are sets of colorings of a group G avoiding some family of forbidden
finite patterns. They have first been introduced, for G = Z, as a way of discretiz-
ing dynamical systems on compact spaces. SFTs correspond to the particular
case when only finitely many patterns are forbidden; they are used in informa-
tion theory to model data streams with coding constraints. When G = Z2, SFTs
turn out to be, up to recoding, the sets of colorings defined by some Wang tiles,
and a tool to study decidability questions. When G is the free group, subshifts
can be seen as sets of colorings of a tree; the case of the free monoid is known
to correspond to the so-called tree languages, and SFTs to tree automata [1–3].

Subshifts are hence both a means to model complex systems, and to provide
complete problems for a wide range of complexity and computability classes.

An automorphism of a subshift X is a shift-invariant continuous bijection
from X onto X, or equivalently a reversible cellular automaton on X. Under-
standing the automorphism group of a subshift can be seen as a way to under-
stand how constraints over the “physical space” (the possible configurations)
restrict the interactions between the cellular automata that act on them.

Little is known about automorphism groups of subshifts in general, besides
that they are countable. As an example of our ignorance, it is a long-standing
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open problem whether the automorphism groups of the 2-symbol full shift and
of the 3-symbol full shift are isomorphic.

Many results have nevertheless been recently reached, for G = Z, in two
kinds:

– The automorphism group of some large subshifts (positive-entropy SFTs,
. . . ) is rich [4]: it contains all finite groups, finitely generated abelian groups,
countable free and free abelian groups, . . . This means that when you pick
some reversible cellular automata over these subshifts, they can have very
complex interactions. In [5], it is proved that periodicity of cellular automata
is undecidable, which can be interpreted as the torsion problem for the auto-
morphism group of these subshifts.

– The automorphism group of some small subshifts (small complexity func-
tion, substitutive, . . . ) is poor [6–8]: in the most extreme case, it is proven
to be virtually Z, which means that every reversible cellular automaton is
essentially the shift (up to finitely many local permutations).

With G = Zd when d ≥ 2, computability has played a central role in the
study of SFTs. From a computability point of view, it is noted in [9] that their
automorphism groups have a computably enumerable word problem (which is
formalized in a general setting in Theorem 2). The word problem essentially
corresponds to picking up a reversible cellular automaton rule over this subshift,
and asking whether it is equal to the identity. We show that it can be arbitrarily
complex: for any given computably enumerable degree, one can construct an
SFT the automorphism group of which has a word problem with this degree
(Corollary 2).

1 Preliminaries

By countable set, we mean injectable in N. Let λ denote the empty word. For
A a countable alphabet, we note A∗ :=

⊔
n∈N An the set of finite words over A.

We also note A≤r :=
⊔

n≤r An for r ∈ N.
Let us note XC the complement of set X. W � X means that W ⊂ X and

W is finite. V � W means V ∪ W assuming that V ∩ W = ∅.

1.1 Computability

Computability problems are naturally defined over N, but can easily be extended
through subsets of it, cartesian products or disjoint union (by canonically inject-
ing N in sets of tuples). For example, if G ⊂ N, then the set G∗ of tuples admits
a simple injection into N. Let us fix a (computable) countable set I, that we can
identify to integers.

Definition 1. Let us define the following reducibility notions, for X,Y ⊂ I:

1. X is Turing-reducible to Y , X ≤T Y , if: one can compute X with oracle Y .
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2. X is enumeration-reducible to Y , X ≤e Y , if: from any x and any integer
i ∈ N, one can compute a finite set Yi(x) such that x ∈ X if and only if
∃i ∈ N, Yi(x) ⊂ Y .

3. X is positive-reducible to Y , X ≤p Y , if: from any x, one can compute
finitely many finite sets Y0(x), . . . , Yn−1(x) such that x ∈ X if and only if
∃i < n, Yi(x) ⊂ Y .

4. X is many-one-reducible to Y , X ≤m Y , if: from any x, one can compute
some φ(x) such that x ∈ X if and only if φ(x) ∈ Y .

5. X is one-one-reducible to Y , X ≤1 Y , if, X ≤m Y and the corresponding φ
is one-to-one.

One-one reducibility implies many-one reducibility, which in turns implies
positive-reducibility, which implies both Turing-reducibility and enumeration-
reducibility.

Each reducibility ≤r induces a notion of equivalence ≡r: A ≡r B iff A ≤r B
and B ≤r A. And each notion of equivalence ≡r induces a notion of degree degr:
the degree of a set A is its equivalence class for ≡r.

The join A ⊕ B of A and B is the set C such that 2n + 1 ∈ C iff n ∈ A and
2n ∈ C iff n ∈ B. It has the property that A ≤r A ⊕ B and B ≤r A ⊕ B for any
reducibility ≤r previously defined.

See [10] for a reference on computability-theoretical reductions.

1.2 Monoids and Groups

We will deal with countable monoids M = G∗/R, where G ⊂ N, G∗ is the
free monoid generated by symbols from G and R is a monoid congruence1. The
monoid is always implicitly endowed with its generating set G (later, some prob-
lems may depend on the presentation). Each element of the monoid is represented
by a word u ∈ G∗, but the representation is not one-to-one (except for the free
monoid itself). We note i =M j if π(i) = π(j) and π : G∗ → M is the natural
quotient map.

It is also clear that the concatenation map, which from any two words i, j ∈
G∗ outputs i · j, which is one representative of the corresponding product, is
computable. We say that M is an effective group if, additionally, there is a
computable map ψ : G∗ → G∗ such that i · ψ(i) =M ψ(i) · i =M λ.

The equality problem of M, endowed with generating family G, is the set of
pairs

{
(i, j) ∈ (G∗)2

∣
∣ i =M j

}
, endowed with a natural enumeration so that we

can consider it as a computability problem.

Remark 1

1. It is clear that the word problem { i ∈ G∗| i =M λ} is one-one-reducible to the
equality problem.

2. If M is an effective group, then the word problem is actually many-one-
equivalent to the equality problem.

1 We could deal in the same way with semigroups, by prohibiting the empty word.
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3. The equality problems for M endowed with two distinct finite generating sets
are one-one-equivalent.

4. If M′ is a submonoid of M endowed with a generating set which is included
in that of M, then the equality problem in M′ is one-one-reducible to that of
M.

5. In particular, the equality problem in any finitely generated submonoid is
one-one-reducible to that of M.

Nevertheless, there are countable groups whose word problem is computable
when endowed with one generating family, and uncomputable when endowed
with another one.

The word problem is known to be decidable if and only if the group is com-
putable (see [11] for a proof in the finitely generated case), that is, it can be seen
as a computable subset of N over which the composition rule is a computable
function (this implies that inversion is also a computable map).

1.3 Subshifts

Let A be a finite alphabet with at least two letters, and M a group (most
of the following should be true if M is a cancellative monoid though). In a
first reading, the reader is encouraged to think of M as being Z: the results
are not significantly simpler in that specific setting (except those that mention
1D SFT). A finite pattern w over A with support W = S(w) � G∗ is a map
w = (wi)i∈W ∈ AW . An element of AM is called a configuration. Configurations
can be seen as colorings of the Cayley graph by the letters of A and patterns
can be seen as finite configurations. Depending on the context, note that, for
g ∈ S(w), wg may either be an element of A or a subpattern with support {g}.
If g ∈ G∗ and w is a pattern, we will denote by σg(w) the pattern with support
W · g such that σg(w)i·g−1 = wi for all i ∈ S(w).

We are interested in AM, which is a Cantor set, when endowed with the
prodiscrete topology, on which M acts continuously by (left) shift: we note
σi(x)j = xi.j for i, j ∈ M and x ∈ AM. AM is thus called the full shift on alpha-
bet A. A subshift is a closed σ-invariant subset X ⊂ AM. Equivalently, X can
be defined as the set XF :=

{
x ∈ AM

∣
∣ ∀i ∈ M,∀w ∈ F ,∃j ∈ S(w), xi·j �= wj

}

avoiding a language F ⊂ ⊔
W�G∗ AW , which is then called a (defining) forbid-

den language. If F can be chosen finite, the subshift is called of finite type (SFT);
if it can be chosen computably enumerable, it is called effective. Figure 1 shows
an example of forbidden language and configuration of the associated subshift.

The language with support W � G∗ of subshift X is the set LW (X) :={
(xπ(i))i∈W

∣
∣ x ∈ X

}
; the language of X is L(X) =

⊔
W�G∗ LW (X), and its

colanguage is the complement of it. The latter is a possible defining forbidden
language. If u ∈ LW (X), we define the corresponding cylinder

[u] =
{

x ∈ X
∣
∣ ∀i ∈ W,xπ(i) = ui

}
.
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Fig. 1. If M is the free group on two elements {a, b} and the set of forbidden patterns
is on the left, then the configuration on the right is in XF .

Remark 2. π induces a natural covering Π : AM → AG∗
by Π(x)i = xπ(i). Its

image set Π(AM) is a subshift over the free monoid. One can note the following.

1. X = XL(X)C .
2. The colanguage of the full shift AM is the same as that of the subshift Π(AM):

the set

L(AM)
C

=
⊔

W�G∗

{
w ∈ AW

∣
∣ ∃i, j ∈ W, i =M j, wi �= wj

}

of patterns that do not respect the monoid congruence.
3. Nevertheless, ∅ is a forbidden language defining AM.
4. The colanguage of every subshift XF ⊂ AM is the set of patterns w ∈ AW ,

W � G∗, whose all extensions to configurations x ∈ [w] involve as a subpat-
tern a pattern of either F , or L(AM)C . In that case, by compactness, there
exists V ⊃ W (which depends only on W ) such that w ∈ AW is in the colan-
guage iff every v ∈ AV such that v|W = u involves a subpattern from F or

L(AM)C .

Remark 3. Let M be a monoid.

1. The equality problem in M is positive-equivalent (and one-one-reducible) to
the colanguage of the full shift.

2. The colanguage of any subshift X is enumeration-reducible to the join of any
defining forbidden language for X and the equality problem of M.
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Proof

1. one-one-reducibility: one can computably map each word (i, j) ∈ (G∗)2 to
a unique pattern over {i, j} involving two different symbols. By Point 2 of
Remark 2, this pattern is in the colanguage of the full shift if and only if
i =M j.
positive-reducibility (with all Yis being singletons): from each pattern w ∈
AG∗

, one can compute the set of pairs (i, j) ∈ S(w)2 such that wi �= wj . By
Point 2 of Remark 2, w is in the colanguage if and only if one of these pairs
is an equality pair in M.

2. Consider the set Z of locally inadmissible patterns, that involve a subpattern
either from the forbidden language or from L(AM)C . From any pattern w,
one can enumerate all of its subpatterns and all of their shifts, i.e. all patterns
v such that there exists i ∈ G∗ with S(v) · i ⊂ S(w) and wj·i = vj for every
j ∈ S(v). This shows that Z is enumeration-reducible to the join of the
forbidden language and L(AM)C , the latter being equivalent to the equality
problem, by the previous point. It remains to show that the colanguage of X
is enumeration-reducible to Z.
From any pattern w ∈ AG∗

and any i ∈ N, one can compute some Vi � G∗

including S(w), in a way that Vi+1 ⊃ Vi and
⋃

i∈N Vi = G∗ (for example take
the union of S(w) with balls in the Cayley graph). Then, one can compute the
set Yi of extensions of w to Vi, i.e. patterns with support Vi whose restriction
over S(w) is w. By Point 4 of Remark 2, w ∈ L(X)C if and only if there
exists V � G∗ with V ⊃ S(w) such that all extensions of w to V are in Z;
and in particular this should happen for some Vi, which precisely means that
Yi ⊂ Z. ��
It results that, in some sense, one expects most subshifts to have a colanguage

at least as complex as the equality problem in the underlying monoid.

1.4 Homomorphisms

Let X ⊂ AM and Y ⊂ BM be subshifts. Denote End(X,Y ) the set of homo-
morphisms (continuous shift-commuting maps) from X to Y , and Aut(X,Y )
the set of bijective ones (conjugacies). We also note End(X) = End(X,X) the
monoid of endomorphisms of X, and Aut(X) = Aut(X,X) the group of its
automorphisms.

If M is finitely generated, then homomorphisms correspond to block maps
(and endomorphisms to cellular automata), thanks to a variant of the Curtis-
Hedlund-Lyndon theorem [12].

Theorem 1. Let M be finitely generated. A map Φ from subshift X ⊂ AM into
subshift Y ⊂ BM is a homomorphism if and only if there exist a radius r ∈ N

and a block map φ : AG≤r → B such that for every x ∈ AM and i ∈ G∗,
Φ(x)π(i) = φ(x|π(i·G≤r) ) (where the latter has to be understood with the obvious
reindexing of the argument).
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See Fig. 2 for an example of block map and associated homomorphism. Let
us order the block maps φ : AG≤r → B by increasing radius r ∈ N, and
then by lexicographic order, so that we have a natural bijective enumeration
N → ⊔

r∈N BAG≤r

(because A, B and G are finite). This gives in particular a
surjective enumeration N → End(AG∗

,BG∗
) and in general, a partial surjective

enumeration N′ ⊂ N → End(X,Y ).

Fig. 2. The block map φ takes the Z
2 subshift X to the Z

2 subshift Y by applying it
locally at each position.

Let us discuss briefly the situation of this enumeration, which is not the
main topic of the present paper, but sheds light on the difficulties for an effective
representation of homomorphisms. In general, N′ �= N. It is a nontrivial problem
to ask whether N′ is computable (this would mean that we can decide whether
a block map sends X into Y ), like for the full shift. Similarly, the domain N′

of an enumeration of Aut(X,Y ) need not be computable: it is already uncom-
putable for Aut(AZ2

), because it corresponds to the reversibility problem for
two-dimensional cellular automata (over the full shift) [13].

On the other hand, obtaining a bijective enumeration for End(AG∗
,BG∗

)
would be easily achieved by representing each block map only for its smallest
possible radius. Nevertheless, trying to achieve a bijective enumeration in general
for End(X,Y ), or even for End(AM,BM), is a process that would depend on the
colanguage of the subshift (we want to avoid two block maps that differ only
over the colanguage), which may be uncomputable.
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For the rest of the paper, let us assume that M is an effective group. More
precisely, all results could be interpreted as reductions to a join with a problem
representing the composition map of the group, and sometimes to an additional
join with a problem representing the inversion.

2 Equality Problem Is Not Too Hard

Remark 4. Two distinct block maps φ, ψ : AG≤r → A representing endomor-
phisms of X actually represent the same endomorphism if and only if for every
pattern u ∈ AG≤r

, φ(u) �= ψ(u) ⇒ u ∈ L(X)C .

This remark allows to establish that the equality problem is at most as com-
plex as knowing whether a pattern is in the colanguage.

Theorem 2. The equality problem in End(X) is positive-reducible to L(X)C .

Proof. One can directly apply Remark 4, by noting that it is easy to transform
each block map into an equivalent one, so that the resulting two block maps
have the same radius (the original maximal one, by ignoring extra symbols). ��
Of course, this remains true for the equality problem in Aut(X). Since positive-
reducibility implies both Turing-reducibility and enumeration-reducibility, we
get the following for the lowest classes of the arithmetic hierarchy (which was
already known; see [9]).

Corollary 1

1. The equality problem is decidable, in the endomorphism monoid of any sub-
shift with computable language (for instance 1D sofic subshift, 1D substitutive
subshift, minimal effective subshift, two-way space-time diagrams of a surjec-
tive cellular automaton. . . ).

2. The equality problem is computably enumerable, in the endomorphism monoid
of any effective subshift (for instance multidimensional sofic subshift, substi-
tutive subshift, limit set of cellular automaton. . . ).

3 Automorphism Groups with Hard Equality Problem

The purpose of this section is to prove a partial converse to Theorem 2: we can
build a subshift X for which the two problems involved are equivalent, however
complex they are.

Let X ⊂ AM and Y ⊂ BM be subshifts. For α : B → B and u ∈ AM, let
us define the controlled map Cu,α as the homomorphism over X × Y such that
Cu,α(x, y)0 = (x0, α(y0)) if x ∈ [u]; (x0, y0) otherwise. Informally, Cu,α(x, y)
applies α somewhere in y iff it sees u at the corresponding position in x. Denote
also π1 the projection to the first component, and σg

1 the shift of the first compo-
nent with respect to element g ∈ M: σg

1(x, y)0 = (xg, y0) for every (x, y) ∈ X×Y .
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Remark 5

1. π1Cu,α = π1.
2. If M is a group and g ∈ M, then Cu,α = σg

1Cσg−1 (u),ασ−g
1 .

3. Cu,α ∈ End(X × Y,X × BM).
4. Cu,α is injective if and only if α is a permutation.
5. Cu,α ∈ End(X × Y ) if Y is (locally) α-permutable, i.e. for all y ∈ Y , if we

define z by z0 = α(y0), zi = yi for i �= 0, then z ∈ Y .
6. From Remark 4, Cu,α is the identity over X × Y if and only if u /∈ L(X), or

α is the trivial permutation over letters appearing in Y .

Example 1. Examples of α-permutable subshifts are the full shift on B or, if
B = B′ � {⊥} and α(⊥) = ⊥, the B′-sunny-side-up defined by forbidding every
pattern which involves two occurences of B′. We have seen that the colanguage
of the former is positive-equivalent to the word problem in M. The language of
the latter can be easily proven to be many-one-equivalent to the word problem
in M (as essentially noted in [14, Prop 2.11]), hence yielding a kind of jump for
the colanguage.

If a, b, c ∈ B, let us denote αabc : B → B the 3-cycle that maps a to b, b to c, c
to b, and any other symbol to itself. The following lemma corresponds essentially
to [15, Lemma 18] and shows that controlled permutations, no matter the size
of the control pattern u, can be expressed with a finite number of generators.

Lemma 1. Suppose B has at least 5 distinct elements a, b, c, d, e. Let u ∈ AS(u)

be a pattern, g ∈ S(u), and v = u|S(u)\{g} . Then Cu,αabc
= (ΨΦ)2, where Φ =

σg
1Cug,αade

Cug,αbad
σg−1

1 and Ψ = Cv,αbde
Cv,αcbd

.

Proof. If xg = ug, then Φ(x, y)0 = (x0, φ(y0)), where φ is the involution that
swaps a and b on the one hand, d and e on the other hand; otherwise Φ(x, y)0 =
(x0, y0). If x ∈ [v], then Ψ(x, y)0 = (x0, ψ(y0)), where ψ is the involution that
swaps b and c on the one hand, d and e on the other hand; otherwise Ψ(x, y)0 =
(x0, y0). Since φ2 = ψ2 = id, one can see that if x /∈ [u], then (ΨΦ)2(x, y)0 =
(x0, y0). Now if x ∈ [u], then we see that ΨΦ(x, y)0 = (x0, ψφ(y0)), and ψφ =
αacb, so that we get the stated result. ��
Theorem 3. Let X ⊂ AM be a subshift and Y ⊂ BM an αabc-permutable sub-
shift for every a, b, c ∈ B′ ⊂ B, where |B′| ≥ 5. Then L(X)C is one-one-reducible
to the word problem in the subgroup of automorphisms of X × Y generated by
σg
1 and Cu0,αabc

for g ∈ G, a, b, c ∈ B′ and u0 ∈ A.

Proof. From an induction and Lemma1, we know that this subgroup includes
every Cu,αabc

for every a, b, c ∈ B′ and u ∈ A∗. From Point 6 of Remark 5, an
automorphism Cu,αabc

is equal to the identity if and only if u /∈ L(X). ��
Consequently, subshifts can have finitely generated automorphism subgroups
with equality problem as complex as their colanguage, as formalized by the
following corollary. In that case, the equality problem of the whole automorphism
group is as complex also.
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Corollary 2

1. If X and Y are as in Theorem 3, then L(X)C is one-one-equivalent to the
word problem in (a finitely generated subgroup of) Aut(X × Y ).

2. For every subshift X over a finitely generated group M, there exists a
countable-to-one extension X × Y such that L(X)C is one-one-equivalent to
the word problem in (a finitely generated subgroup of) Aut(X × Y ).

3. For every subshift X over a finitely generated group M, there exists a full
extension X×BM such that L(X)C is one-one-equivalent to the word problem
in (a finitely generated subgroup of) Aut(X × BM).

4. Every Σ0
1 Turing degree contains the word problem in (a finitely generated

subgroup of) Aut(X), for some 2D SFT X.
5. There exists a 2D SFT X for which the word problem in (a finitely generated

subgroup of) Aut(X) is undecidable.

Point 5 answers [9, Problem 5].

Proof

1. Just use Point 5 of Remark 1. For the converse reduction in the one-one-
equivalence, simply apply Theorem 2 and Point 1 of Remark 1.

2. We use Theorem 3 with Y being the {0, 1, 2, 3, 4}-sunny-side-up.
3. We use Theorem 3 with Y = {0, 1, 2, 3, 4}M. Remark that L(X)C and

L(X × {0, 1, 2, 3, 4}M)C are one-one-equivalent.
4. Every Σ0

1 degree contains the colanguage of a 2D SFT, thanks to construc-
tions from [16,17]. Then its product with the full shift {0, 1, 2, 3, 4}Z2

is still
an SFT, and we conclude by the previous point.

5. Apply the previous point with any uncomputable Σ0
1 degree. ��

Note that the number of generators can be decreased if we want to reduce
only the language whose support is spanned by a subgroup. For instance 2D SFTs
are already known to have (arbitrarily Σ0

1) uncomputable 1D language. Indeed,
our automorphisms do not alter the X layer, so that their parallel applications
to all traces with respect to a subgroup is still an automorphism.

Among the open questions, we could wonder whether there is a natural class
of SFT (irreducible, with uncomputable language, at least over Z2) whose colan-
guage could be proven reducible to the word problem in the automorphism group.
This could require to encode the whole cartesian product of Theorem 3 inside
such subshifts. Another question would be to adapt our construction while con-
troling the automorphism group completely so that it is finitely generated.
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Abstract. Set Cover is one of the well-known classical NP-hard prob-
lems. Following some recent trends, we study the conflict-free version of
the Set Cover problem. Here we have a universe U , a family F of sub-
sets of U and a graph GF on the vertex set F and we look for a subfamily
F ′ ⊆ F of minimum size that covers U and also forms an independent
set in GF . Here we initiate a systematic study of the problem in param-
eterized complexity by restricting the focus to the variants where Set
Cover is fixed-parameter tractable (FPT). We give upper bounds and
lower bounds for conflict-free version of the Set Cover with and without
duplicate sets along with restrictions to the graph classes of GF .

1 Introduction and Previous Work

Covering problems are problems in combinatorics that ask whether a certain
structure “covers” another. Covering problems are very well-studied in theoret-
ical computer science. Examples include Vertex Cover, Feedback Vertex
Set, Cluster Vertex Deletion among others.

Several of these covering problems can be encapsulated by a a problem called
Set Cover which is one of the well-studied classical NP-hard problems. In the
Set Cover problem, we have a universe U , a family F of subsets of U and
an integer k and the goal is to find a subfamily F ′ of size at most k such that⋃

S∈F ′ S = U .
Set Cover is very well studied in a variety of algorithmic settings, espe-

cially in the realm of approximation algorithms and parameterized complexity.
Unfortunately, Set Cover when parameterized by solution size k is W [2]-hard
[5] and hence is unlikely to be fixed-parameter-tractable (FPT).

It has been seen in computational problems where some pairs of elements in
the problem are in conflict with each other and hence cannot go in the solution
together. This can be modeled by defining a graph on the elements and an
edge (u, v) is added if elements u and v do not go into the solution together
or in other words form a conflict. Hence a solution without conflicts will form
an independent set in this graph. Conflict-free versions of classical problems in
P like Maximum Flow [20], Maximum Matching [6], Shortest Path [13]

c© Springer Nature Switzerland AG 2019
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have been studied. Conflict-free version of problems like Vertex Cover [12],
Feedback Vertex Set [1], Interval Covering [2,3] are studied from the
parameterized point of view very recently.

We look at the conflict-free version of Set Cover defined as follows:

Conflict-Free Set Cover
Input: An universe U , a family F of subsets of U , a graph GF with vertex
set F and an integer k.
Goal: Is there a subfamily F ′ ⊆ F of size at most k such that ∪F∈F ′F = U
and F ′ forms an independent set in G?

We assume that there are no duplicate sets in the family F . Hence |F| ≤ 2|U|.
Note that if GF is edgeless, the problem is equivalent to Set Cover as

every subset of vertices of GF forms an independent set. Hence Conflict-
Free Set Cover is W [2]-hard whenever Set Cover is W [2]-hard and the only
interesting cases of Conflict-Free Set Cover are those special instances
or parameterizations where Set Cover is FPT. Banik et al. [3] introduced
Conflict-Free Set Cover and considering restrictions on GF showed that

– Conflict-Free Set Cover is W[1]-hard when GF is from those classes of
graphs where Independent Set is W[1]-hard, and

– when GF has bounded arboricity, Conflict-Free Set Cover is FPT
parameterized by k whenever Set Cover is FPT parameterized by k.

Our Results: We note that the reduction instance of Conflict-Free Set
Cover in the W[1]-hardness result above [3] contains duplicate sets.

– Our first result is an f(k)|F|o(k) lower bound for Conflict-Free Set
Cover without any duplicate sets assuming the Exponential Time Hypothe-
sis (ETH) even when the sets of F pairwise intersect in at most one element.
The lower bound holds even when GF is restricted to bipartite graphs where
Independent Set is polynomial-time solvable. Hence the result can be seen
as generalizing the previous W[1]-hardness result.

– On the positive side, for Conflict-Free Set Cover we give FPT algo-
rithms parameterized by k whenever Set Cover is FPT and GF belongs
to graph classes which are sparse like graphs with bounded degeneracy or
nowhere dense graphs using the recently introduced independence covering
family [17]. On the other hand if GF is a dense graph like split or co-chordal,
we give an FPT algorithm. This algorithm works for a large class of graphs
where the number of maximal independent sets is polynomial in the number
of vertices (that are sets in the family in our case).
Next we consider the problem parameterized by the universe size |U|. Here,
since the number of sets |F| ≤ 2|U|, Conflict-Free Set Cover is FPT
as the trivial brute-force algorithm of choosing at most k sets from F is of
complexity bounded by

(|F|
k

) ≤ (
2|U|

|U|
) ≤ 2|U|2 .

– We give a matching lower bound of 2o(|U| log |F |) for any value of |F| as well
assuming the ETH.
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We note that the problem does not have a polynomial kernel as when GF is
an empty graph, the problem becomes Set Cover parameterized by universe
size which does not have a polynomial kernel unless NP ⊆ coNP/poly [4].
Unlike the Set Cover problem, in Conflict-Free Set Cover duplicate
sets do play an important role as the neighbourhood sets in the graph can
vary which matters in the independence requirement of the solution.

– For Conflict-Free Set Cover with duplicate sets we give an
f(|U|)|F|o(|U|) lower bound assuming the ETH even when all pairs of sets
intersect in at most one element and even when GF is restricted to bipartite
graphs where the independent set problem can be solved in polynomial
time.

– In addition, we give FPT algorithms when we restrict GF to interval graphs
via a dynamic programming algorithm using the perfect elimination ordering
of graphs. We extend this idea and give an FPT algorithm for chordal graphs
which is a superclass of interval graphs via dynamic programming on the
clique-tree decomposition of the graph.
We also study the Conflict-Free Set Cover problem where there is an
underlying (linearly representable) matroid on the family of subsets, and we
want the solution to be an independent set in the matroid. Banik et al. [3]
studied this version for a specialization of Set Cover where the sets are
intervals on a real line.

– We show that even the more general problem (where the sets in the family
are arbitrary) is FPT when parameterized by the universe size, using the idea
of dynamic programming over representative families [9].
We note that this result can be obtained as a corollary of a result by Bevern
et al. [22] where they studied generalization called uncapacitated facility loca-
tion problem with multiple matroid constraints. But our algorithm is simpler
and has a better running time.

2 Preliminaries

We use [n] to denote the set {1, . . . , n}. We use the standard terminologies of
the graph theory book by Diestel [7]. For a graph G = (V,E) we denote n as
the number of vertices and m as the number of edges. For S ⊆ V (G), we denote
G[S] to be the subgraph induced on S. A complement of graph G is a graph
H on the same vertices such that two distinct vertices of H are adjacent if and
only if they are not adjacent in G. A set S ⊆ V (G) is called an independent set
if for all u, v ∈ S, (u, v) /∈ E(G).

An interval graph is an undirected graph formed from a family of intervals
in the real line I with the vertex set as I and for intervals u, v ∈ I, add edge
(u, v) if the intervals u and v intersect. A chord in a cycle is an edge between
two non-adjacent vertices of the cycle. A chordal graph is a graph in which any
cycle of four or more vertices has a chord. A graph G is said to be d-degenerate
if every subgraph of G has a vertex of degree at most d. The arboricity of an
undirected graph is the minimum number of forests into which its edges can be
partitioned.
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We use the following conjecture to prove lower bounds.

Conjecture 1 (Exponential Time Hypothesis (ETH)( [11])). 3-CNF-SAT can-
not be solved in O∗(2o(n))1 time where the input formula has n variables and m
clauses.

3 Conflict-Free Set Cover Parameterized by k

3.1 Hardness Results

Theorem 1. Conflict-Free Set Cover where every pair of sets in F inter-
sect in at most one element is W[1]-hard with respect to solution size k when GF
is bipartite.

Proof. We give a reduction from the W[1]-hard problem Multicolored
Biclique [5] defined as follows:

Multicolored Biclique Parameter: k
Input: A bipartite graph G = (A∪B,E), an integer k, a partition of A into
k sets A1, A2, . . . , Ak and a partition of B into k sets B1, B2, . . . , Bk.
Question: Does there exist a subgraph of G isomorphic to the biclique Kk,k

with one vertex from each of the sets Ai and Bi?

We note that while the W [1]-hardness of Multicolored Biclique can be
easily shown from a reduction from Multicolored clique, the complexity of
the normal k-biclique problem was open for a long time and was only shown
recently to be W [1]-hard [14].

Given an instance of (G,A1, . . . , Ak, B1, . . . , Bk) of Multicolored
Biclique with V (G) = {v1, v2, . . . , vn}, we construct an instance of Conflict-
Free Set Cover (U ,F , GF , k) without duplicates as follows.

We define the universe U = [2k] ∪ V (G) ∪ {x}. Let Svj
denote the set corre-

sponding to vertex vj . For i ∈ [k], if vj ∈ Ai, define Svj
= {vj , i}. For i ∈ [2k]\[k],

if vj ∈ Bi−k, define Svj
= {vj , i}. Define a set D = V (G) ∪ {x}. We have

F =
⋃

v∈V (G)

Sv ∪ {D}. The graph GF is obtained by taking the complement of

the graph G, making the sets A and B independent and making D as an isolated
vertex. Note that the graph GF remains bipartite.

Note that F is defined in such a way that all pairs of sets intersect in at most
one element. Also there are no duplicate sets.

We claim that there is a multicolored biclique of size k in G if and only if
there is a Conflict-Free Set Cover of size 2k+1 in the instance (U ,F , GF ).

Let S = {a1, . . . , ak, b1, . . . , bk} be the vertices in G that form a multicolored
biclique. Then F ′ = {D,Sa1 , . . . , Sak

, Sb1 , . . . , Sbk
} covers U as D covers V (G)∪

{x} and i ∈ Sai
for i ∈ [k] and i ∈ Sbi−k

for i ∈ [2k] \ [k]. Since the edges across
A and B in G are non-edges in GF and D is an isolated vertex, F ′ forms an
independent set in GF . In the reverse direction, let F ′ = {S1, . . . , S2k+1} be a
1 O∗ notation ignores polynomial factors of input.
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solution of size 2k +1 covering U . The set D has to be part of the solution F ′ as
only D contains element x. Now note that an element i ∈ [k] can be covered only
by sets Sv where v ∈ Ai. Similarly an element i ∈ [2k] \ [k] can be covered only
by sets Sv where v ∈ Bi−k. Hence the vertices of the sets in F ′ are such that
there is at least one vertex from each of the sets Ai and Bi. Since the budget is
limited to 2k after picking D, exactly one vertex from each of the sets Ai and
Bi is contained in F ′. Since the vertices F ′ \ D form an independent set in GF ,
the corresponding vertices form a biclique in G. ��
Since Multicolored Biclique cannot be solved in time f(k)|F|o(k) for solu-
tion size k assuming ETH [19], we have the following corollary.

Corollary 1. Conflict-Free Set Cover where every pair of sets in F inter-
sect in at most one element cannot be solved in time f(k)|F|o(k) for solution size
k in bipartite graphs for any computable function f assuming the ETH.

3.2 Upper Bounds

In the following results, we restrict the graph GF .

Graphs with Bounded Number of Maximal Independent Sets

Theorem 2. When GF is restricted to a graph where the number of maximal
independent sets is polynomial in |F| and can be enumerated in time polynomial
in |F|, if Set Cover can be solved in O∗(f(k)) time, Conflict-Free Set
Cover can be solved in O∗(f(k)) time.

Proof. For each maximal independent set I of G, we run the O∗(f(k)) algorithm
for Set Cover with the family F containing sets corresponding to the vertices
in I. Since the solution X of Conflict-Free Set Cover is an independent set,
X ⊆ I ′ for some maximal independent set I ′. So if the Set Cover algorithm
returns YES for any I, return YES, else return NO.

Note that although Set Cover problem is W -hard when parameterized by
k, there are variants of Set Cover like when the size of the intersection of sets
in F is bounded [21] where the problem can be solved in O∗(f(k)) time.

As the number of maximal independent sets in split graphs (since at most
one vertex of the clique can be in the independent set), co-chordal graphs [10]
and 2K2-free graphs [8] are polynomial in the number of vertices, we have the
following corollary.

Corollary 2. If Set Cover can be solved in O∗(f(k)) time, Conflict-Free
Set Cover can be solved in O∗(f(k)) time when GF is restricted to split graphs,
co-chordal graphs or 2K2-free graphs.
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Graphs with Bounded Degeneracy
We use the notion of k-Independence Covering Family introduced by [17]

defined as follows:

Definition 1 (k-Independence Covering Family). For a graph G and inte-
ger k, a family of independent sets of G is called an independence covering family
for (G, k), denoted by F (G, k), if for any independent set X in G of size at most
k, there exists an independent set Y ∈ F (G, k) such that X ⊆ Y .

Lemma 1. (Deterministic Independence Covering Lemma [17]) Given a d-
degenerate graph G and an integer k, there is an algorithm that runs in time
O∗(

(
k(d+1)

k

) · 2o(k(d+1) · (n + m) log n) and outputs a k-independence covering
family for (G, k) of size at most O∗(

(
k(d+1)

k

) · 2o(k(d+1)) · log n).

Theorem 3. Conflict-Free Set Cover has an algorithm with running time
O∗(f(k)

(
k(d+1)

k

) ·2o(k(d+1)) with solution size k when GF is a d-degenerate graph
if Set Cover can be solved in O∗(f(k)) time.

Proof. We use Lemma 1 on GF to get a k-independence covering family
F (GF , k). For each independent set Y ∈ F (GF , k), we run the algorithm for
Set Cover for the instance (U , Y, k) in O∗(f(k)) time. If for any of the sets Y ,
(U , Y, k) is a yes instance, we return yes. Otherwise we return no.

Let X be the solution of size k. There is a set Y in F (GF , k) such that
X ⊆ Y . Hence when we run the algorithm for Set Cover in instance (U , Y, k),
since G[Y ] is an independent set, the algorithm will return X. ��

Note that graphs with bounded degeneracy contain many other graph classes
such as planar graphs, graphs with bounded arboricity and graphs with bounded
treewidth. We note that a similar result as Theorem 3 has been proven in graphs
with bounded arboricity [3] (through a different argument) from which a result
for graphs with bounded degeneracy follows as the degeneracy of a graph is also
bounded when the arboricity is bounded.

Nowhere Dense Graphs
Nowhere dense graphs contains a number of classes of graphs that are not
contained in the class of graphs with bounded degeneracy, including graphs
with bounded local treewidth and graphs that locally exclude a fixed minor.
In [17], the authors construct a k-independence covering family for nowhere
dense graphs.

Lemma 2. ([17]). Let G be a nowhere dense graph and k be an integer. There
is a deterministic algorithm that runs in time

O
(
f(k,

1
k

) · n1+o(1) + g(k) ·
(

k2

k

)

· 2o(k2) · n(n + m) log n
)

and outputs a k-independence covering family for (G, k) of size O(g(k)
(
k2

k

) ·
2o(k2) · n log n) where f is a computable function and g(k) = (f(k, 1

k ))k.



Parameterized Complexity of Conflict-Free Set Cover 197

We get the following theorem whose proof is similar to Theorem 3.

Theorem 4. Conflict-Free Set Cover has an algorithm with running time
O∗(h(k)g(k)

(
k2

k

) · 2o(k2)) for nowhere dense graphs with solution size k and a
computable function g if Set Cover can be solved in O∗(h(k)) time.

4 Conflict-Free Set Cover Parameterized by |U|
4.1 Lower Bounds When F Has No Duplicates

We define the following variant of Multicolored Biclique.

Small Multicolored Biclique Parameter: k
Input: A bipartite graph G = (A∪B,E), an integer k, a partition of A into
k sets A1, A2, . . . , Ak and a partition of B into k sets B1, B2, . . . , Bk such
that |Ai| = |Bi| = s where k ≤ s ≤ 2k/2k.
Question: Does there exist a subgraph of G isomorphic to the biclique Kk,k

with one vertex from each of the sets Ai and Bi?

We first note that the reduction from 3-coloring used in [15] can be
modified so that we get the following lower bound for Small Multicolored
Biclique.

Theorem 5. 2Small Multicolored Biclique cannot be solved in time
2o(k log s) under the ETH

Theorem 6. Conflict-Free Set Cover without duplicates when GF is
bipartite cannot be solved in time 2o(|U| log |F|) under ETH.

Proof. Given an instance of (G,A1, . . . , Ak, B1, . . . , Bk) of Small Multicol-
ored Biclique with V (G) = {v1, v2, . . . , vn}, we construct an instance of
Conflict-Free Set Cover (U ,F , GF , 2k + 1) without duplicates as follows:

Let us define sets Z = {z1, z2, . . . z�log n�} and O = {o1, o2, . . . o�log n�}.
We define the universe U = [2k] ∪ Z ∪ O ∪ {x}.
Let us look at vertex vj ∈ V and construct sets Svj

∈ F . Let us map j to
its binary representation b1, b2, . . . , b�log n�. We create a set Tj as follows: for all
i ∈ [�log n	], when bi = 0, add zi to Tj , else add oi to Tj . For i ∈ [k], if vj ∈ Ai,
define Svj

= {i} ∪ Tj . For i ∈ [2k] \ [k], if vj ∈ Bi−k, define Svj
= {i} ∪ Tj .

Define the extra set D = Z ∪ O ∪ {x}. The graph GF is obtained by taking the
complement of the graph G, making the sets A and B independent and making
D as an isolated vertex. Note that the graph GF remains bipartite.

Note that the construction is almost exactly the same as in Theorem 1 but
the vertices are encoded in binary form. The correctness of the reduction can
then easily be seen after noting that the set D has to go in the solution as it is
the only set containing element x.

Note that in the Small Multicolored Biclique instance, n = 2k ·s ≤ 2k.
Since log n ≤ k, |U | ≤ 4k + 1.
2 Proof in full version.
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Now suppose Conflict-Free Set Cover has an algorithm with running
time 2o(|U| log |F|). Since s = |F|

2k and |U| ≤ 4k + 1, we have a running time of
2o(4k log(2k·s)) = 2o(k(log s+log k) = 2o(k log s) for Small Multicolored Biclique
violating the ETH. ��

4.2 Lower Bounds When F Has Duplicates

We have the following hardness result [3].

Theorem 7 ([3]). If for a subclass of graphs G , finding an independent set of
size k is W[1]-hard, then Conflict-Free Set Cover parameterized by |U| is
W[1]-hard when GF is restricted to the class G .

Bipartite Graphs
Bipartite graphs is one class of graphs where the Independent Set problem

can be solved in polynomial time. In contrast to Theorem 7, we show that
Conflict-Free Set Cover on bipartite graphs is W[1]-hard. Note that in
Theorem 1 proven previously, the size of the universe can be much larger than
the solution size k and hence the hardness result does not follow from it.

Lemma 3. Conflict-Free Set Cover parameterized by |U| is W[1]-hard on
bipartite graphs.

Proof. We again give a reduction from the W[1]-hard problem Multicolored
Biclique. The construction is very similar to that in Theorem 1, the difference
being the vertex v is not added to sets Sv.

Given an instance of Multicolored Biclique, we construct an instance
of Conflict-Free Set Cover as follows: U = [2k]. Let Sv denote the set
corresponding to vertex v we add to F . For i ∈ [k], i ∈ Sv if v ∈ Ai. For
i ∈ [2k] \ [k], i ∈ Sv if v ∈ Bi−k. The graph G′ is obtained by complementing
the graph G and making the sets A and B independent. The graph G′ remains
bipartite.

The correctness proof easily follows. ��

4.3 Upper Bounds When F Has Duplicates

Interval Graphs
Interval graphs have the property that its vertices can be ordered as v1, . . . , vn

such that for each vi, N [vi]∩{vi, . . . , vn} is present consecutively in the ordering
where N [vi] is the closed neighbourhood set of vi. Such an ordering is actu-
ally the perfect elimination ordering of the graph and can be obtained in time
polynomial in |V (G)| by arranging the corresponding intervals in order of their
leftmost endpoint. We make use of this ordering to give a dynamic programming
algorithm for Conflict-Free Set Cover with duplicates on interval graphs.

Theorem 8. 3Conflict-Free Set Cover with duplicate sets when GF is
restricted to interval graphs can be solved in O∗(2|U|) time.
3 Proof in full version.
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Now we give a O∗(3|U|)-time dynamic programming algorithm for chordal
graphs which is a superclass of interval graphs.

Chordal Graphs

A clique tree decomposition is a nice tree decomposition T where for all nodes
i ∈ V (T ), the vertices of in the bag Xi are such that G[Xi] forms a clique. All
chordal graphs have clique-tree decompositions and can be found in polynomial
time [10]. Given a clique tree decomposition, it can be converted to a nice clique
tree decomposition in polynomial time as well [5].

In the theorem below, we give an algorithm for Conflict-Free Set Cover
with duplicates on chordal graphs using dynamic programming on the nice clique
tree decomposition of the graph.

Theorem 9. 4Conflict-Free Set Cover with duplicates on chordal graphs
can be solved in O∗(3|U|) running time.

5 Matroidal Conflict-Free Set Cover

Let us define the Matroidal Conflict-Free Set Cover problem.

Matroidal Conflict-Free Set Cover
Input: A universe U , a family F of subsets of U , a linear matroid M = (F , I)
and an integer k.
Goal: Is there a subfamily F ′ ⊆ F of size at most k such that

⋃
F∈F ′ F = U

and F ′ forms an independent set in M?

We give a dynamic programming algorithm for Matroidal Conflict-Free
Set Cover containing duplicate sets using computation of representative sets
noting that the similar ideas used in [3] for Interval Covering can be extended
to Matroidal Conflict-Free Set Cover .

For W ⊆ U , let BW denote the collection of subfamilies X of F of size at
most k such that X covers W and forms a independent set in the matroid M .

BW = {X ⊆ F
∣
∣
∣ |X| ≤ k,W ⊆

⋃

S∈X

S and X ∈ I}

Note that BU contains all the solutions of size at most k of Matroidal
Conflict-Free Set Cover . Hence we solve the Matroidal Conflict-
Free Set Cover problem by checking whether BU is empty or not.

Definition 2 (q-representative family [18]). Let M = (E, I) be a matroid
and A be a family of sets of size p in M . For sets A,B ⊆ E, we say that A fits
B if A ∩ B = φ and A ∪ B ∈ I. A subfamily Â ⊆ A is said to q-represent A
if for every set B of size q such that there is an A ∈ A that fits B, there is an
Â ∈ Â that also fits B. We use Â ⊆q

rep A to denote that Â q-represents A.

4 Proof in full version.
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Lemma 4 ([9]). For a matroid M = (E, I) and S ⊆ E, if S1 ⊆q
rep S and

S2 ⊆q
rep S1, then S2 ⊆q

rep S.

Note that BU is nonempty if and only if B̂U ⊆0
rep BU is nonempty. Let us

define BWj as the subset of BW containing sets of size exactly j. We denote
B̂W ⊆1,...,k

rep BW to denote that B̂W contains the union of all the i-representative
families of BW where 1 ≤ i ≤ k. In other words,

B̂W =
k⋃

j=1

(B̂Wj ⊆k−j
rep BWj

)

Lemma 5 ([16]). Let M = (E, I) be a linear matroid of rank n and S be a
family of t independent sets of size p. Let A be a n×|E| matrix representation of
M over a field F where F = Fp� or F is Q. Then there is a deterministic algorithm
to compute Ŝ ⊆q

rep S size np
(
p+q

p

)
in O((

p+q
p

)
tp3n2 + t

(
p+q

p

)ω−1
(pn)ω−1

)
+ (n +

|E|)O(1)) operations over F where ω is the matrix multiplication exponent.

Theorem 10. Matroidal Conflict-Free Set Cover can be solved in
O∗(2(ω+1)·|U|) time where ω is the matrix multiplication exponent.

Proof. Let D be an array of size 2|U| with D[W ] storing the family B̂W ⊆1,...,k
rep

BW . We compute the entries of D in the increasing order of subsets of U . To do
so we compute the following:

N W =
⋃

Si∈F
(D[W \ Si] • Si) ∩ I (1)

where A • B = {A ∪ B | A ∈ A and B ∈ B and A ∩ B = φ}.
We show that N W ⊆1...k

rep BW . Let S ∈ BWj and Y be a set of size k − j such
that S ∩ Y = φ and S ∪ Y ∈ I. We give a set Ŝ ∈ N Wj such that Ŝ ∩ Y = φ
and Ŝ ∪ Y ∈ I.

Let S = {S1, S2, . . . , Sj}. Let S′ = S \ Sj . Let Y ′ = Y ∪ Sj . |S′| = j − 1 and
|Y ′| = k−j+1. Since S′ covers W \Sj , S′ ∈ B(W\Sj)(j−1). By definition, D[W \Sj ]
contains B̂(W\Sj)(j−1) ⊆k−j+1

rep B(W\Sj)(j−1) and hence a set S∗ ∈ D[W \Sj ] such
that S∗ ∩ Y ′ = φ and S∗ ∪ Y ′ ∈ I. From Eq. (1), S∗ ∪ Sj ∈ N W . The set
Ŝ = S∗ ∪ Sj is such that Ŝ ∩ Y = φ and Ŝ ∪ Y ∈ I. Hence N W ⊆1...k

rep BW .
We store N̂ W ⊆1...k

rep N W in D[W ]. The sets N̂ Wj are computed using
Lemma 5. We have N̂ Wj ⊆k−j

rep N Wj ⊆k−j
rep BWj for all 1 ≤ j ≤ k. Hence

from Lemma 4, we have D[W ] = N̂ W ⊆1...k
rep BW .

We now focus on the running time to compute D[W ] and the size of D[W ].
Assume that D[Y ] is precomputed for all subsets Y ⊆ W . We have |D[Y ]| =

|N̂ Y | =
k∑

j=1

|N̂ Y j |. From Lemma 5, |N̂ Y j | ≤ |F| · k · (
k
j

)
. Hence from Eq. (1),

putting Y = W \ Si, we have |N Wj | ≤ |F|2 · k · (
k
j

)
. Using Lemma 5, the time
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to compute N̂ Wj ⊆k−j
rep N Wj is O∗((k

j

)2
+

(
k
j

)ω)
where ω is the exponent for

matrix multiplication. Hence the total time to compute D[W ] is
k∑

j=1

O∗(
(
k
j

)ω
) =

O∗(2ωk). The size of D[W ] is O(|F| · k ·
k∑

j=1

(
k
j

)
) = O(2k · k · |F|).

The overall running time to check if D[U ] is empty or not is bounded by
O∗(2|U| · 2ωk) = O∗(2ω|U|+|U|) = O∗(10.361|U|). ��

6 Conclusion

We have initiated a systematic study of Conflict-Free Set Cover with var-
ious parameterizations with restrictions to GF . One open question is to identify
a general characterization for the graph classes of GF when Conflict-Free
Set Cover becomes FPT parameterized by k or by |U|.

Acknowledgements. The authors thank Fahad Panolan and Saket Saurabh for sev-
eral valuable discussions on the theme of the paper.
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Abstract. Huffman coding is known to be optimal, yet its dynamic ver-
sion may yield smaller compressed files. The best known bound is that
the number of bits used by dynamic Huffman coding in order to encode
a message of n characters is at most larger by n bits than the number of
bits required by static Huffman coding. In particular, dynamic Huffman
coding can also generate a larger encoded file than the static variant,
though in practice the file might often, but not always, be smaller. We
propose here a new dynamic Huffman encoding approach, that provably
always performs at least as good as static Huffman coding, and may be
better than the standard dynamic Huffman coding for certain files. This
is achieved by reversing the direction for the references of the encoded
elements to those forming the model of the encoding, from pointing back-
wards to looking into the future.

1 Introduction

Huffman coding is one of the cornerstones of data compression algorithms, and
enjoys popularity in spite of almost seven decades since its invention, probably
because of its well-known optimality. Given is a text T = x1 · · · xn over some
alphabet Σ = {σ1, . . . , σm} such that σi occurs wi times in T . The problem is
to assign binary codewords of lengths �i bits to the characters σi, such that the
set of codewords forms a prefix code and such that the total size of the encoded
file in bits,

∑m
i=1 wi�i, is minimized.

The alphabet will often consist of a set of characters, and it is convenient
in many applications to use just the basic ascii set of 128 or 256 letters, but
Huffman’s algorithm works just as well for larger sets, such a bigrams, k-grams
or even words, and ultimately, any set S of substrings of the text, as long as
there is a well defined way to parse the text into a sequence of elements of S.
We shall use the term alphabet in this broader sense.

Huffman’s seminal paper [4] solves this problem optimally, but it should be
remembered that Huffman codes are optimal under the following constraints:

1. the alphabet Σ is given and fixed in advance;
2. the codeword lengths �i are integers.

c© Springer Nature Switzerland AG 2019
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In particular, the second condition seems self-evident when one considers
the binary codewords of known codes like ascii, Huffman, Shanon-Fano or oth-
ers, though it may be circumvented by arithmetic coding [12]. By encoding the
entire input file as a single element rather than each character individually, an
arithmetic encoder effectively assigns to each occurrence of the character σi of
probability pi = wi/n an encoding of exactly − log2 pi bits, without rounding.
The average codeword length thus reaches entropy and is always at least as good
as that of Huffman coding based on the same alphabet.

There is, however, another implicit constraint, which is rarely mentioned
because it seems obvious, that

3. the encoding is static, i.e., the same codeword is used for a given character
throughout the encoding process.

Data compression algorithms are often classified into static or adaptive tech-
niques. The static ones base the coding procedures on a model of the distribution
of the encoded elements that is either assumed in advance or gathered in a first
pass over the data, whereas the adaptive methods learn the model details incre-
mentally. Therefore, the static models would seem to be better and produce
smaller files as they have the ability to exploit more knowledge: not only the dis-
tribution of the elements up to the current point, but global occurrence statistics
in the entire file. However, in practice, adaptive compression is sometimes bet-
ter, in particular when there is much variability in the occurrence patterns of
the different elements on which the model is based. Furthermore, if the model is
not learned adaptively, a prelude consisting of the details of the chosen model
should be prepended to the compressed file, allowing the decoder to be synchro-
nized with the encoder. For the adaptive methods, transmitting the details of
the model to the decoder is superfluous, as the model gets updated identically
on both encoder and decoder ends. The adaptive methods are often referred to
as dynamic ones, and we shall use these terms interchangeably.

Static Huffman coding can use a known distribution of the alphabet corre-
sponding to the nature of the file, for example, English text with its well known
character distribution, or use accurate probabilities for the specific input file that
are computed via a preprocessing stage. An advantage of using known statistics
is saving the preprocessing stage, however, one then relies on the assumption
that the given file fits the assumed model, which is not always the case. If there
is too much discrepancy between the conjectured and the actual model, there
might be a loss in the compression gain.

In the adaptive mode of Huffman coding, the encoder and decoder maintain
identical copies of a varying Huffman tree, which, at each point, corresponds to
the frequencies of the elements processed so far. The trivial solution of recon-
structing the Huffman tree from scratch after each processed character, is obvi-
ously very wasteful, since in most cases, the Huffman tree is not altered: only one
of the frequencies is incremented by 1, and the others remain unchanged. This
motivated the development of efficient adaptive Huffman coding procedures by
Faller [1] and Gallager [3], who propose essentially the same one-pass solution.
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Knuth extends Gallager’s work and also suggests that the frequencies may be
decreased as well as increased [6]. These independent adaptive Huffman coding
methods are known as the FGK algorithm.

A further enhancement by Vitter [11] also minimizes the external path length
Σm

i=1�i and the height max{�i} among all Huffman trees. Vitter proved that the
number of bits used in his adaptive Huffman procedure in order to encode a mes-
sage of n characters, is bounded by the size of the compressed file resulting from
the optimal two-pass static Huffman algorithm, plus n. That is, the dynamically
produced file may be larger than the static counterpart, and examples can be
given for which this actually happens, though empirical results often show that
on the contrary, there might be an improvement in the compression rate of the
dynamic version as compared to the static one. One may thus conclude that
in certain cases, though not in all, adaptive Huffman coding is better than the
optimal static Huffman coding! The contribution of this paper is a new dynamic
Huffman encoding which always performs at least as good as static Huffman
coding.

In the following section, we describe the main idea of the new approach,
followed, in Sect. 3, by bring the details and an extended example. In Sect. 4 we
first present an extreme case in which the new approach can be twice as efficient
as the dynamic algorithm used so far, and then formally prove that the forward
looking variant does not hurt the compression performance of static coding, a
property that does not hold for classical dynamic Huffman coding. Section 5
brings empirical results.

2 Forward Looking Dynamic Huffman Coding

The traditional dynamic Huffman coding, and in fact, practically all adaptive
compression algorithms, update the model according to what has already been
seen in the file processed so far. The underlying assumption is that the past is a
good approximation of the future, according to the biblical postulate that

The thing that hath been, it is that which shall be
Ecclesiastes 1:9, King James Version

More precisely, the distribution of the elements in the prefix of the file up to the
current point, serves as an estimate for the distribution of these elements from
the current point onwards. Such an assumption seems to be justifiable, especially
for homogeneous texts written in some natural language, but there is of course
no guarantee that it holds for all possible input files.

The algorithm we suggest corresponds to a scenario in which the exact statis-
tics of the element’s occurrences are known, yet we prefer using a dynamic model
that adapts itself while processing the file. However, contrarily to the classic
dynamic methods, which base their current model on what has already been
seen in the past , our algorithm uses the model’s knowledge of what is still to
come, i.e., it looks into the future. The idea of looking forwards rather than
backwards in adaptive compression has already been proposed in a completely
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different context for files compressed by LZSS [9]: instead of pointing backwards
to reoccurring strings, the locations of the pointers were moved and their direc-
tion was altered to point forwards, in order to enable streaming compressed
pattern matching [5].

The motivation of the suggested amendment is a different approach to what
should be done in order to produce a more economical encoding. Traditional
dynamic Huffman coding concentrates only on the character that is currently
processed: its frequency is incremented, which tends to shorten its codeword
length for future usage, but it ignores the fact that these savings may come at
the price of having certain other codewords lengthened. This “selfish” behavior is
counterbalanced by the more altruistic approach of the forward looking variant,
where the frequency of the currently processed element is decreased , even though,
as a consequence, the corresponding codeword can only become longer, yet this
action may shorten the codewords of other symbols that are still present in the
tree, yielding an overall gain.

To allow a fair comparison, one has to take into account that the models on
which the methods rely require different amounts of storage for their encodings.
For instance, static Huffman coding does not need the exact frequencies of the
m characters; if a canonical [8] Huffman tree is used, it suffices to transmit its
quantized source 〈n1, n2, . . . , nk〉 as defined in [2], where ni is the number of
codewords of length i, for 1 ≤ i ≤ k, and k is the longest codeword length.
For example, the quantized source of the canonical tree equivalent to that in
Fig. 1(a) would be 〈0, 1, 2, 6, 4〉. By using a canonical tree, one can thus save
the transmission of the frequencies, but the sequence of characters must then
be sorted by frequency order. If, on the other hand, a non-canonical tree is
acceptable, the order of the characters may be implicit, e.g., lexicographic, but
then we need to know the length of each of the m codewords.

The forward looking dynamic Huffman algorithm requires the exact frequen-
cies of the elements, and not just the corresponding codeword lengths. The stan-
dard dynamic Huffman method does not need any frequencies, since they are
incrementally learned by both encoder and decoder.

We have therefore included the size of a header describing the model in our
experiments below. When the size n of the text to be compressed is large relative
to the size m of the alphabet, the amount of storage required to encode the model
is often negligible. For larger alphabets, for example when words, instead of just
characters, are the elements to be encoded [7], the additional overhead of the
forward looking variant may not be justifiable, unless the text to be encoded
is very large. For certain applications, like large full-text Information Retrieval
Systems, this overhead can be ignored, since the list of different words and their
frequencies are usually stored anyway as part of the standard auxiliary data
called inverted files [13].
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3 Implementation Details and Extended Example

For the ease of description, we shall assume that the alphabet of the entire file is
known in advance to both encoder and decoder. In practice, adaptive Huffman
coding may reserve leaves in the Huffman tree only to characters that have
already been processed, plus one leaf, often called nyt for Not Yet Transmitted,
to enable the extension of the alphabet whenever a character c that has not
been seen previously is encountered. In this case, the codeword of nyt is sent to
the output, followed by some standard encoding of c, e.g., in ascii (though this
limits the size of the alphabet to 256, which is often not enough, for example
when we wish to encode words rather than single letters). The leaf for nyt is
then split, i.e., transformed into a node with two leaf children, one for c and one
for nyt.

Our assumption is thus that we initialize a Huffman tree with m leaves.
For the classical dynamic Huffman coding, all nodes are assigned a frequency
of 0 (or all 1 if zero frequencies may cause trouble), and the frequencies are
incremented at each step. The Huffman tree at the end is one that would have
been produced by static Huffman coding. For the forward looking approach,
the initial frequencies are those corresponding to the entire file, and they are
decremented after the processing of each character. If one of the frequencies
reaches 0, we know that no further occurrences of the corresponding character
will appear in the file, so that its leaf may be removed from the tree.

The main tool for updating the Huffman tree, rather than reconstructing it
from scratch after each character, is the sibling property , which guarantees that
the tree is a Huffman tree, and is defined as follows:
Sibling Property: A weighted binary tree with m leaves is said to have the sibling
property if and only if

1. the m leaves have nonnegative weights w1, . . . , wm, and the weight of each
internal node is the sum of the weights of its two children; and

2. the nodes can be numbered in nondecreasing order by weight, so that the
nodes indexed 2j −1 and 2j in this numbering are siblings, for 1 ≤ j ≤ m−1.

It has been shown in [3] that a tree is a Huffman tree if and only if it has the
sibling property. As example, consider the tree in Fig. 1(a), in which the internal
nodes contain their weights, the leaf for character x contains the pair (x, f(x)),
where f(x) is its frequency, and the indexes in the above mentioned numbering
are written above the nodes. We use a bottom-up, left to right numbering, but
any other one is plausible, as long as it complies with the sibling property.

Given a Huffman tree, the following update procedure is used by the standard
dynamic Huffman coding. If the currently processed character is c, the weights
of all the nodes on the path from the leaf corresponding to c up to the root have
to be incremented by 1. For example, referring again to Fig. 1(a), suppose the
next character is c = r whose leaf is the node indexed 16, then the weights of the
nodes indexed 16, 20, 23 and 25 are incremented to 3, 5, 9 and 24, respectively.
Note that for this example, the sibling property still holds after the updates
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(with the same numbering), so no further action is needed. However, in other
cases, the increments may disrupt the monotonicity of the numbering.

Consider the case in which the next character is c = A, rather than r. The
path from its leaf to the root is emphasized in Fig. 1(a), and the weights of the
nodes indexed 1, 11, 18, 21, 24 and 25 are incremented to 2, 3, 5, 8, 16 and 24,
respectively. If we were to keep the same numbering, the weights of nodes 10–13
would be 1, 3, 2, 2, which is not a monotone sequence. In fact, with the present
layout of the tree, no numbering can fulfill the second condition of the sibling
property.

The difference between the two examples lies in the fact that in the first one,
all the nodes that get updates have indexes which are maximal for their given
weights before the increments, a property which does not hold for the second
example. Indeed, there are many nodes with weight 2, all those with indexes 11
to 16, and the leaf (r,2) is indexed 16; nodes 18 to 20 have weight 4, nodes 22
and 23 have weight 8, and only node 25 has weight 23. On the other hand, for
the second example, the leaf (A,1) is indexed 1, but there are also other nodes
with weight 1 and that have higher indexes (up to 10); node 18 has weight 4,
and node 20, which has a higher index, has also weight 4.

Clearly, this rule holds in general and not only for the examples, since a
non-decreasing sequence of integers will remain such, even if the highest ranking
elements within the sub-sequences of identical integers are incremented by 1. For
example, · · · 6 6 7 7 7 7 9 9 · · · may turn into · · · 6 7 7 7 7 8 9 9 · · · , which is still
non-decreasing. To ensure that only such highest ranking nodes are updated, the
dynamic Huffman algorithm exploits another property of Huffman trees, namely
that nodes with identical weights may be interchanged. More precisely, since
swapping the nodes is actually implemented by swapping the pointers to them,
not just the nodes are interchanged, but the entire sub-trees rooted by these
nodes. As a result, the shape of the tree might change, which yields a different
set of codewords, but the weighted total path-length

∑m
i=i wi�i remains the same,

so that the transformed tree is also a legitimate Huffman tree minimizing this
sum, which represents the size of the compressed file.

Our algorithm adapts the dynamic Huffman procedure to the forward looking
variant. After each encoded character, the number of its occurrences is decre-
mented by 1. Before doing so, each node on the path from the updated leaf to
the root is swapped, if necessary, with the smallest numbered node of identical
weight. Then the weights of these nodes can be decremented without violating
the sibling property. To continue the previous example, · · · 6 6 7 7 7 7 9 9 · · ·
may now turn into · · · 6 6 6 7 7 7 8 9 · · · .

Given a text T = x1 · · · xn to be compressed, Forward-Huffman com-
presses T using initially the Huffman tree of the static encoding. After every
read character xk, the corresponding codeword is output to the encoded file,
and the Huffman tree gets modified to correspond to the frequencies within
{xk+1 · · · xn}. The formal algorithm is given in Algorithm 1. The decoding algo-
rithm is symmetrical.
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Algorithm 1. forward looking dynamic Huffman encoding

Forward-Huffman(T )

1 Initialize a Huffman tree according to the frequencies within T
2 for k ← 1 to n − 1 do
3 output the codeword for leaf(xk)

4 p ← leaf(xk)
5 while p �= root do
6 q ← lowest numbered node with same weight as p
7 if q �= p then
8 interchange p with q

9 decrement p’s weight by 1
10 p ← parent of p

11 p ← leaf(xk)
12 if p’s weight is 0 then
13 replace p’s parent node by p’s sibling
14 delete the leaf p

Lines 11–14 deal with the case where the weight of leaf(xk) has been reduced
to 0, which means that the last occurrence of the character xk is encountered.
Note that in this case, the leaf is the lowest numbered one and must be the left
child of its parent node q. It can thus be eliminated from the tree, by replacing
q by its right child, which is the leaf’s left sibling. Whenever the structure of the
tree is altered (in lines 8 or 13), we assume that the numbering of the nodes,
referred to in the sibling property, is updated as well.

For example, consider the text T = Abrahamasantaclaragasse (the name
of a street in Vienna) over the alphabet {A, a, b, c, e, g, h, l, m, n, r, s, t}
with corresponding weights {1, 8, 1, 1, 1, 1, 1, 1, 1, 1, 2, 3, 1}. We started with one
of the possible Huffman trees, shown in Fig. 1(a), in which the leaves are assigned
in lexicographical order. The other trees in the figure are those obtained after
the processing, by Algorithm 1, of the first three characters of T , A, b and r,
respectively.

When A is processed, all the nodes on the emphasized path from the leaf
(A,1) to the root are the lowest indexed of their corresponding weights, so no
interchanges in lines 6–8 are needed; the weight of each node on this path is then
decremented, the parent of (A,1) is overwritten by the sibling of (A,1), which is
the leaf (b,1), and the leaf (A,1) is erased from the tree. The resulting tree is
shown in Fig. 1(b) in which the leaf that corresponds to the only codeword that
has been changed, appears in gray. The shape of the tree has changed, therefore,
a new numbering is necessary.

When the following input character b is processed, the corresponding leaf,
numbered 9, is not the node with the lowest index among those with weight 1.
Nodes 9 and 1 are therefore interchanged. Climbing up the tree from the new
position of the leaf (b,1), we get to node 10, which is the lowest numbered node
of weight 2. However, its parent node 16 has weight 3, as has also node 15.
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Fig. 1. Illustration of Forward-Huffman for T=Abrahamasantaclaragasse.

We therefore interchange the leaf (s,3) with the subtree rooted at node 16. The
process continues to nodes 19, 22 and 23, whose corresponding weights are the
smallest indexed ones for the weights 6, 14 and 22, respectively, so no further
updates are needed. The resulting tree is given in Fig. 1(c), which again displays
the changed codewords in gray.

The processing of character r starts by swapping the nodes 12 and 9 in
Fig. 1(c), and then continues to node 15, which is the lowest indexed of weight
4. Its parent node 19, is interchanged with leaf 18; the updates continue with
nodes 20 and 21. Finally, the weights of the nodes on the new path from the
root to leaf (r,2) are decremented, resulting in the tree given in Fig. 1(d).
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4 Analysis

Dynamic Huffman coding repeatedly changes the shape of the tree, but there
is a delay between the occurrence of a change and when such a change starts
to influence the encoding. For encoding the current character we use the tree
built in the previous stage, and the changes implied by the processed character
do only affect the encoding in the subsequent stages, if at all. This behavior
is demonstrated in the following extreme example, comparing the performances
of the two dynamic variants. The example shows that the file constructed by
traditional dynamic Huffman may be about twice as large as that produced by
the Forward-Huffman algorithm.

A, 2k + 2

B, 2k + 1C, 1

2k + 2

4k + 4

A, 2

B, 1C, 1

2

4

B, 2k + 1

A, 2kC, 1

2k + 1

4k + 2

(a) CAAB (b) CAAB(BBAA)k−1BB (c) CAAB(BBAA)k

Fig. 2. Example for which classical dynamic Huffman coding produces a file twice the
size of that constructed by Forward-Huffman.

Let T =CAAB{BBAA}k for some positive integer k. We initialize our Huffman
tree with Σ = {A, B, C} as shown in Fig. 2(a) for the prefix CAAB of T . Consider
first the standard dynamic algorithm. When the two Bs of the first quadruple
BBAA are processed, only the second B causes a change in the structure of the
Huffman tree, but this happens after the two Bs have already been encoded
using 2 bits for each. The Huffman tree after reading the prefix CAABBB of T ,
is depicted in Fig. 2(b). When the following two As of the first quadruple BBAA
are processed, again the positions of the A and B nodes are swapped only after
the frequency of A exceeds that of B, so each of the As is also encoded by 2 bits.
The resulting Huffman tree after processing CAABBBAA is presented in Fig. 2(c),
and this is in fact the same Huffman tree as that in Fig. 2(a). This alternation
between two different structures of the Huffman tree proceeds for each of the
BBAA quadruples, and every character of T (except the first two As) uses 2 bits,
for a total of 8k + 6.

When compressing T using the proposed forward looking coding, the Huff-
man tree may start with the static Huffman tree identical to that of Fig. 2(a).
Since the weight of the first read character C is 1, its node is deleted, and the
Huffman tree is reduced to only two leaves, one for A and the other for B. All
the codewords are then of length 1 and the size of the compressed file is exactly
4k + 5, roughly half the size of the compressed file constructed by traditional
dynamic Huffman methods.
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If we were to use static Huffman coding, the tree would be the one of Fig. 2(c)
and the size of the encoded file would be 6k + 6.

Note that this example also shows that the standard dynamic Huffman cod-
ing may produce an encoding which is worse than that of static Huffman. The
new forward looking dynamic algorithm, on the other hand, is at least as good
as static Huffman, not only on this example, but in general, as proved in the
following Theorem.

Theorem: For a given distribution of frequencies, the average codeword length
of Forward-Huffman is at least as good as the average codeword length of
static Huffman coding.

Proof: Suppose the file has n characters and let us inspect the situation after t
characters have already been encoded according to the static Huffman code. If
t = n, the encoding is identical to static Huffman coding. For t < n, if we knew
also the distribution of the characters in the first t characters, we should have
built a Huffman code just for these t characters, but lacking this knowledge, we
took the global frequencies and encoded accordingly. However, for the following
n − t characters, we know the true distribution, which might be different from
the global one, so continuing with the static global distribution, one can only be
worse (or at least not better) than changing to another Huffman code according
to the frequencies in the last n − t characters, which is exactly what is done
in Forward-Huffman. The overall sum of the codeword lengths for the static
encoding is thus larger or equal to the sum of the codeword lengths of the first t
characters, plus the sum of the codeword lengths of the static Huffman encoding
based only on the frequencies of the last n−t characters. But the same argument
applies on this static encoding of the last n − t characters, thus repeating the
argument and choosing t = 1 gives that the expected codeword length of a
static Huffman code is larger than or equal to the expected codeword length of
the Forward-Huffman presented in Algorithm 1. ��

5 Empirical Results

To get empirical evidence how the three algorithms behave in practice, we consid-
ered texts of different languages and alphabet sizes: ftxt is the French version of
the European Union’s JOC corpus, a collection of pairs of questions and answers
on various topics used in the arcade evaluation project [10]; sources is formed
by C/Java source codes obtained by concatenating all the .c, .h and .java files
of the linux-2.6.11.6 distributions; English is the concatenation of English text
files selected from etext02 to etext05 collections of the Gutenberg Project, from
which the headers related to the project were deleted so as to leave just the real
text; exe is the executable file of the static Huffman source code we used; and
bible is the Bible (King James version) in basic English, Textfile 980302. The
alphabet consisted of individual ascii characters for all test files, except the last
one, for which the different words have been used.
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Table 1. Compression performance.

File Full size m Compression ratio

MB Static Forward Dynamic

ftxt 7.6 127 0.583 0.578 0.577

sources 200 208 0.699 0.686 0.647

English 50 217 0.580 0.571 0.566

exe 0.02 256 0.665 0.631 0.634

bible 4.3 22,180 0.236 0.234 0.245

Our goal was to compare the compression performance of the three meth-
ods: static Huffman, the proposed Forward-Huffman algorithm, and the tra-
ditional dynamic Huffman. The results are presented in Table 1. The second
column gives the original file sizes in MB. The third column gives the size of
the encoded alphabet, m. The following three columns, entitled Static, For-
ward and Dynamic, show the compression ratios achieved by the compared
algorithms. The compression ratio is defined as the size of the compressed file
divided by the size of the original file. As mentioned, we included the overhead
of the description of the model in the size of the compressed file.

As can be seen, our method is consistently better than static Huffman, as
expected, and the traditional dynamic Huffman achieves the best results in most
cases. However, Forward was better for the executable files we tested, as well
as when a large alphabet consisting of words has been used.

6 Conclusion

The contribution of this paper is twofold, theoretical as well as practical. The
theoretical result is that the standard static Huffman coding, well-known for
its optimality, may in fact be improved. In practice, this is often achieved by
traditional dynamic Huffman coding, but the traditional dynamic version can
also be worse. The new forward looking Huffman coding is provably better than
static Huffman on all files, though may be outperformed on certain files by
the classical dynamic coding. For executables and for large alphabets, when
the precise number of occurrences is already known to the decoder such as in
Information Retrieval applications, the Forward algorithm was also better than
Dynamic on our tests.
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10. Véronis, J., Langlais, P.: Evaluation of parallel text alignment systems: the arcade
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Abstract. We re-consider the problem of solving systems of differen-
tial equations approximately up to guaranteed absolute error 1/2n from
the rigorous perspective of sequential and parallel time (i.e. Boolean cir-
cuit depth, equivalently: Turing machine space) complexity. While solu-
tions to general smooth ODEs are known “PSPACE-complete” [Kawa-
mura’10], we show that (i) The Cauchy problem for linear ODEs can be
solved in NC2, that is, within polylogarithmic parallel time O(log2 n) by
Boolean circuits of polynomial size. (ii) The Cauchy problem for linear
analytic PDEs, having a unique solution by the Cauchy-Kovalevskaya
theorem, can be also solved in polylogarithmic parallel time, thus gener-
alizing the case of analytic ODEs [Bournez/Graça/Pouly’11]. (iii) Well-
posed Cauchy and boundary-value problems for linear PDEs in classes
of continuously differentiable functions are solvable in the counting com-
plexity class #P#P: improving over common numerical approaches yield-
ing exponential sequential time or parallel polynomial time. Our results
build on efficient algorithms and their analyses for real polynomial,
matrix and operator powering which do not occur in the discrete case
and may be of independent interest.

1 Introduction and Brief Summary of Main Results

Recursive Analysis provides a rigorous algorithmic foundation to Numerics, that
is, to operations on continuous data by means of approximations [18]. It has a
long history of thorough investigations regarding ordinary (ODEs) and partial
differential equations (PDEs) with respect to computability and real complexity.
For example, it has been established that (a) ODEs with a polynomial/analytic
right-hand side can be solved in (appropriately parameterized) sequential poly-
nomial time [3]; while (b) general non-linear ODEs are optimally solved by
Euler’s Method using an amount of memory polynomial in the output precision
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parameter n [9], equivalently: in polynomial parallel time [2]; and (c) solving
Poisson’s linear PDEs corresponds to the complexity class #P [11].

The main definitions and notions of real complexity theory (the framework
in which we work) are summarized in Sect. 2. The discrete complexity hierarchy1

[17, Corollary 2.34] translates to the real setting (see Definition 4) as

RNC1 ⊆ RSPACE(log n) ⊆ RNC2 ⊆ RPTIMESPACE(log2 n) ⊆ RNC4

and more generally RNCi ⊆ RPTIMESPACE(logi n) ⊆ RNC2i . . . ⊆ (1)
RPTIME ⊆ R#P ⊆ R#P#P ⊆ RPSPACE = RPAR ⊆ REXP .

The present work continues the above complexity investigations for linear
ODEs and PDEs with the following contributions (see rigorous formulations
later in this section and ideas of proofs in Sect. 4):

(a) Theorem 1 establishes linear systems of ODEs computable in polylogarith-
mic parallel time (=depth), specifically in RNC2, the real counterpart to
NC2.

(b) Also linear analytic PDEs can be solved in polylogarithmic parallel time
according to Theorem 3, generalizing the case of analytic ODEs.

(c) By Theorem 2, a large class of continuously differentiable linear PDEs with
boundary conditions, classically treated with numerical difference schemes,
can be solved with computational complexity RPSPACE;

(d) For many cases with periodic boundary conditions this can be improved
to R#P#P (probably even R#P, which will be a subject of future
investigation).

In all these cases, the output consists of (approximations up to error 2−n to)
the real value u(t) or u(t, x) of the solution at given time/space t and x. Our
results are obtained by applying matrix/operator exponentials, known but rarely
used in classical Numerics. They in turn rely on efficient recursive algorithms
for powering polynomials, matrices and operators developed in this paper (see
Sect. 3), which may be of independent interest:

(e) Given A ∈ [−1; 1]poly(n)×poly(n) with bounded powers ‖Ak‖ ≤ 1, its power
Apoly(n) can be computed in polylogarithmic depth RNC; see Proposi-
tion 6(c). This result is used to prove Theorem 1.

(f) If the entries of A ∈ [−1; 1]2
n×2n

are computable in polynomial time, then
the entries of A2n

are computable in RPSPACE, and this is optimal in gen-
eral; see Proposition 6(g). This result is used to prove Theorem 2, general
case of a difference scheme approximating the considered system of PDEs.

(g) For circulant matrices A of constant bandwidth with polynomial-time com-
putable entries and bounded powers this result can be improved: the entries
of the matrix power A2n

are computable in R#P, see Theorem 7, where also
powering of polynomials as an important auxiliary tool is considered. These
results are used to prove Theorem 2, particular case of a difference scheme.

1 Rigorously speaking, #P is a class of integer functions rather than decision problems
and should here be read as PTIME#P.
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(h) Theorem 8 and Example 9 establish complexity of powering and exponentia-
tion of (e.g. differential) operators in Banach spaces. These results are used
to prove Theorem 3.

Note that the hypothesis on uniformly bounded powers of the matrices in (e) and
(g) makes the problems trivial over integers2, yet interesting and new in the real
case under consideration. The matrices corresponding to convergent difference
schemes for PDEs meet this hypothesis because of the stability property required
for a difference scheme to be convergent. Our work can be regarded as instances
and confirmation of [1].

When translating the classical discrete parallel/depth complexity to the real
setting, we restrict to 2�-Lipschitz functions f . A family Cn of Boolean circuits
is required to approximate y = f(x) up to error 2−n for every x ∈ dom(f),
the latter given by approximations up to error 2−�−n. Space complexity of f is
formalized as the number of working tape cells used by a Turing machine, not
counting input nor output tape, to similarly approximate y = f(x) up to error
2−n: see Sect. 2 for details. We thus follow the general paradigm of measuring
computational cost (depth=parallel/sequential time, memory) over the reals,
other than in the discrete setting with finite inputs, in dependence on n reflecting
roughly the number of correct bits of the output approximation attained in the
worst-case over all (uncountably many) continuous arguments. ‘Binary’ error
bounds 2−n, rather than ‘unary’ 1/n, capture roughly n correct binary digits
and yield stronger statements.

We consider Cauchy (i.e. initial-value) problems for autonomous linear evo-
lutionary differential equations in a general form

∂
∂t�u(t) = A�u(t), t ∈ [0; 1], �u(0) = �ϕ. (2)

Here A is a matrix in the case of ODEs and a more general operator (including
partial differentiation for PDEs) for other cases. Similarly, �ϕ is an initial real-
valued vector for ODEs and an initial function in a more general setting. Let us
now formally state our main contributions regarding differential equations:

Theorem 1. Given A ∈ [−1; 1]d×d and �v ∈ [−1; 1]d and t ∈ [0; 1], the solution

�u(t) = exp(tA)�v :=
∑

k

tk

k!
Ak�v (3)

to the system of linear ordinary differential Eq. (2) is computable by Boolean
circuits of depth O(

(log d + log n)2
)

and size polynomial in d + n.

Recall that circuit depth is synonymous for parallel time. Theorem 1 thus for-
mally captures the intuition that solving ODEs in the linear case is easier than
in the analytic case [3], and much easier than in the general C1 smooth case
proven “PSPACE-complete” [9]. It is no loss of generality to impose unit bounds
on A,�v, t: the general case is covered by rescaling.
2 Cmp. Geoff Robinson’s answer on https://math.stackexchange.com/q/59693.

https://math.stackexchange.com/q/59693
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Our next result is concerned with finitely-often differentiable solutions to
Eq. (2) with A =

∑
|α|≤k

bα(x)Dα
x and �ϕ = �ϕ(x). They can be reduced [4], by

adding extra variables, to first-order linear systems of PDEs with

A =
m∑

j=1

Bj(x)
∂

∂xj
, (4)

where Bj(x) are matrices of a suitable dimension.

Theorem 2. For m ∈ N and a convex open bounded Ω ⊆ R
m consider the

initial-value problem (IVP) (2) with the operator (4), and the boundary-value
problem (BVP) with additionally given linear boundary conditions Lu(t, x)|∂Ω =
0, (t, x) ∈ [0, 1] × ∂Ω. Suppose the given IVP and BVP be well posed in that the
classical solution �u : [0; 1] × Ω → R (i) exists, (ii) is unique, and (iii) depends
continuously on the data ϕ(x) and Bi(x) (for the BVP also on coefficients of
L). More precisely we assume that u(t, x) ∈ C2 and its C2-norm is bounded lin-
early by C2-norms of the data (in functional spaces guaranteeing all the required
properties). Moreover suppose that the given IVP and BVP admit a (iv) stable
and (v) approximating with at least the first order of accuracy difference scheme
(An) in the sense of Definition 10.

(a) If the difference scheme (meaning its matrix) An and the initial condition
ϕ are (vi) computable in depth s(n) ≥ log(n) in the sense of Definition 5,
then evaluating the solutions u : [0; 1]×Ω � (t, x) 	→ u(t, x) of both IVP and
BVP is feasible in depth O(

s(2n) + n · log n
)
.

(b) If An and ϕ are (vi’) computable in polynomial sequential time and An is
additionally circulant of constant bandwidth, then the solution function u
belongs to the real complexity class R#P#P.

This second result establishes polynomial parallel time (equivalently: polyno-
mial space or depth) complexity for the considered PDEs in the binary output
precision parameter n and further down to the second level of the Counting
Hierarchy. As a main tool we modify the classical difference schemes approach:
standard step-by-step iterations would yield only exponential sequential time; we
replace them with efficient matrix powering according to Proposition 6 and The-
orem 7 below. It complements work like [14] measuring bit-cost in dependence
on N = 2O(n), the size of the grid under consideration, and implicitly sup-
posing the difference scheme and initial data computable in logarithmic depth
s(n) = O(log n): where we consider the output precision parameter n, and allow
for more involved difference schemes with s(n) = O(log2 n), say. Theorem 2
also complements rigorous cost analyses considering approximations up to out-
put error 1/n, or up to fixed error and in dependence on the length of the
(algebraic) input [15,16]; and it vastly generalizes previous works on the com-
putational complexity of Poisson’s PDE [11].

Between linear ODEs and finitely-often continuously differentiable PDEs are
analytic PDEs, captured by the Kovalevskaya Theorem; and their computational
complexity also turns out to lie between the aforementioned two:
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Theorem 3 (Polynomial-Time/Polylogarithmic-Space Kovalevskaya).
Let f1, . . . , fe : [−1; 1]d → R

e×e and v : [−1; 1]d → R
e denote real functions

analytic on some open neighborhood of [−1; 1]d and consider the system of linear
partial differential equations

∂t�u(�x, t) = f1(�x)∂1�u + · · · + fe(�x)∂e�u �u(�x, 0) ≡ v . (5)

If f1, . . . fe are computable in sequential polynomial time, then the unique real
analytic local solution �u : [−ε; +ε]d+1 � (�x, t) 	→ �u(�x, t) ∈ R

e to Eq. (5) is again
computable in sequential polynomial time.
If f1, . . . fe are computable in polylogarithmic depth, then so is �u.

We emphasize that the constructive proof of Kovalevskaya’s Theorem [4, §4.6.3]
expresses the solution’s j-th coefficient as a multivariate integer polynomial pj

in the initial condition’s and right-hand side’s coefficients; however as pj ’s total
degree and number of variables grows with j, its number of terms explodes
exponentially. Symbolic-numerical approaches employ Janet, Riquier or Gröbner
bases whose worst-case complexity however is also exponential [13].

2 Real Complexity Theory

We consider the computational worst-case cost of computing continuous real
functions on a compact domain, formalized as follows:

Definition 4. Equip R
d with the maximum norm and fix 2�-Lipschitz f : Ω ⊆

[−2k; 2k]d → [−2m; 2m], k, �,m ∈ N.

(a) Consider a Turing Machine M with read-only input tape, one-way out-
put tape, and working tape(s). M is said to compute f (w.r.t. μ) if, given
0n1bin(�a) ∈ {0, 1}n+1+d·O(k+�+n) for �a ∈ {−2k+�+n, . . . , 0, . . . + 2k+�+n}d

with |�x − �a/2�+n| ≤ 2−�−n for some �x ∈ Ω, M outputs bin(b) for some
b ∈ {−2m+n, . . . , 0, . . . , 2m+n} with |f(�x) − b/2n| ≤ 2−n and stops. Here
bin(�a) ∈ {0, 1}∗ denotes some binary encoding of integer vectors.

(b) Fix s, t : N → N with t(n) ≥ n and s(n) ≥ log2(n). The computation from
(a) runs in time t and space s if M stops after at most t

(
n + m + d ·

O(n + k + �)
)

steps and uses at most s
(
n + m + d · O(n + k + �)

)
cells

on its work tape, not counting input nor output tape usage and regardless
of �a as above. In this case write f ∈ RTIME(t) ∩ RSPACE(s). Polynomial
time is abbreviated RPTIME =

⋃
i RTIME

(O(ni)
)
, polynomial space means

RPSPACE =
⋃

i RSPACE
(O(ni)

)
, and RPTIMESPACE(logi n) := RPTIME∩

RSPACE(logi n).
(c) Consider a Boolean circuit Cn having O(n + m) binary outputs and d ·

O(k + � + n) binary inputs. Such a sequence (Cn) computes f if Cn, on
every (possibly padded) input bin(�a) with |�x − �a/2n+�| ≤ 2−k−� for some
�x ∈ Ω, it outputs some bin(b) such that |f(�x) − b/2n| ≤ 2−n.
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(d) We say that f is computable in depth t, written f ∈ RDEPTH(t), if there
exists a sequence (Cn) of Boolean circuits over basis binary NAND, say, of
depth at most t

(
n + m + d · O(n + k + �)

)
computing f . RNCi abbreviates

RDEPTH
(O(logi n)

)
with the additional requirements that (i) the circuits be

logspace uniform and (ii) their size (#gates) grows at most polynomially in
n+m+d·O(n+k+�). Similarly, RPAR abbreviates

⋃
i RDEPTH

(O(ni)
)

with
the additional requirement that the (possibly exponentially large) circuits Cn

be polynomial-time uniform in that a polynomial-time Turing machine can,
given n ∈ N in unary and I < J ∈ N in binary with respect to some fixed
topological order, report whether in Cn the output of gate #I is connected
to gate #J .

(e) We say f belongs to R#P if it can be computed by a Turing machine Mϕ

in polynomial time (b) given oracle access to some counting problem ϕ in
the discrete complexity class #P.
Similarly for R#P#P.

We follow the classical conception of real numbers as ‘streams’ of approxima-
tions, both for input and output [6]: the alternative approach based on oracles
[8,12] involves a stack of query tapes to ensure closure under composition.

Common numerical difference schemes are matrices Am whose dimension
Dm grows exponentially with the precision parameter m and therefore cannot
be output entirely within polynomial time; instead Definition 5 requires any
desired entry (Am)I,J to admit efficient approximations, where indices I, J are
given in binary such that their length remains polynomial in m:

Definition 5. (a) Computing a vector �v ∈ R
D means to output, given

J ∈ {0, . . . D − 1} in binary and n ∈ N in unary, some a ∈ Z in binary
such that |vJ−a/2n| ≤ 2−n; similarly for matrices A ∈ R

D×D, considered as
vectors in R

O(D·D) via the pairing function (I, J) 	→ (I+J)·(I+J+1)/2+J .
(b) For in both arguments monotonically non-decreasing t(n,m) and s(n,m) ≤

t(n,m), a sequence �vm ∈ R
Dm of vectors is computed in sequential time

t and space s if its entries have binary length at most polynomial in its
dimension supJ |vm,J | ≤ 2poly(Dm) and it takes a Turing machine at most
t(n,m) steps and s(n,m) tape cells to output, given J ∈ {0, . . . Dm − 1} in
binary and m ∈ N in unary, some a ∈ Z in binary with |vm,J −a/2n| ≤ 2−n;
similarly for sequences of matrices Am ∈ R

Dm×Dm .
(c) Polynomial sequential time/space and poly/logarithmic space means polyno-

mial and poly/logarithmic in n + m, respectively. R#P for (sequences of)
vectors consists of those �vm ∈ R

Dm computable in polynomial time by a
Turing machine with a #P oracle; similarly for (sequences of) matrices.

(d) A sequence �vm ∈ R
Dm of vectors is computed in depth s(n,m) if its entries

have binary length at most polynomial in Dm: supJ |vm,J | ≤ 2poly(Dm), and
a family of Boolean circuits Cn,m of depth s(n,m) can output, given J ∈
{0, . . . Dm − 1} in binary, some a ∈ Z in binary with |vm,J − a/2n| ≤ 2−n.

(e) Polylogarithmic depth means Boolean circuits Cn,m in (d) of depth polylog-
arithmic in n + m; RNCi abbreviates RDEPTH

(O(logi n)
)

with additional
requirements (i) and (ii) as in Definition 4(f); similarly for RPAR.
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Note that already reading J in (b) takes time of order log Dm ≤ t(n,m), and
space of order s(n,m) ≥ loglog Dm. Similarly, a circuit of depth s(n,m) can
access at most 2s(n,m) ≥ log Dm input gates.

3 Efficient Real Polynomial/Matrix/Operator Powering

A major ingredient to our contributions are new efficient algorithms for real poly-
nomial/matrix/operator powering, analyzed in dependence on various parame-
ters that do not occur/make sense in the classical discrete setting:

Proposition 6. (a) For D,K ∈ N and A,A′, B,B′ ∈ [−2L; 2L]D×D, it holds
|AK |∞ ≤ 2KL · DK−1 and |A · B − A′ · B′|∞ ≤ D · 2L+1 · max

{|A − A′|∞,

|B − B′|∞
}
, where |B|∞ := maxI,J |BI,J |.

(b) For D,K ∈ N, matrix powering [−2L; 2L]D×D � A 	→ AK is computable by
circuits Cn of depth O(

log(K) · (log n + log D + log K + log L)
)

and size
polynomial in n + D + K + L.

(c) Refining (b), if |Ak|∞ ≤ 2L holds for all k ≤ K, the depth of circuits
computing R

D×D � A 	→ AK can be reduced to O(
(log n+log D+loglogloglogloglogK +

log L) · log K
)
.

(d) Suppose sequences �um, �vm ∈ [ − 2Lm ; +2Lm
]Dm are computable in depth

s(n,m) ≥ log(n)+log(m) and have inner product �u⊥
m ·�vm ∈ [−2Lm ; +2Lm

]
.

Then said inner product is computable in depth O(
log(Dm) + s(n + Lm +

log Dm),m
)
.

(e) Suppose sequences �vm, �wm are computable in polynomial sequential time.
Then their inner product �u⊥

m · �vm ∈ R is in R#P; and this is optimal in
general.

(f) Suppose Am ∈ R
Dm×Dm are computable in depth s(n,m) ≥ log(n) + log(m)

and satisfy Ak
m ∈ [ − 2Lm ; 2Lm

]Dm×Dm for all k ≤ Km. Then the powers
AKm

m ∈ R
Dm×Dm are computable in depth

O
(

log(Km) · (log n + log Lm + log Dm + loglog Km)

+ s
(
n + (Lm + log Dm) · log Km,m

))

(g) If Am is computable in polynomial time and same for N � Km < 2poly(m),
then the powers AKm

m are computable in RPSPACE; and this is optimal in
general.

Proof (Sketch). Claims (b), (c) and (f) are based on repeated squaring, each
matrix multiplication being D2 inner products, realized as prefix sums (carry
look-ahead) and known logarithmic-time integer multiplication (d). Regarding
(g), encode PSPACE-complete reachability as matrix powering. �


Theorem 7. For a uni-variate polynomial p =
∑d

j=0 pjX
j ∈ R[X], let |p| :=∑

j |pj | denote its norm. Fix d ∈ N.
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(a) Given a, b ∈ R with |a| + |b| ≤ 1 and J ≤ K ∈ N,
(
K
J

) · aJ · bK−J can be
approximated to 2−n in time polynomial in n and the binary length of K.

(b) Given a1, . . . , ad ∈ R with
∑

j |aj | ≤ 1 and given J1, . . . Jd,K ∈ N with
∑

j Jj = K,
(

K
J1,...Jd

) · aJ1
1 · · · aJd

d can be approximated up to error 2−n in
time polynomial in n and the binary length of K. Here

(
K

J1,...Jd

)
= K!

J1!···Jd!
denotes the multinomial coefficient.

(c) For p =
∑d

j=0 pjX
j ∈ R[X] with |p| ≤ 1 and polynomial-time computable

coefficients, the coefficient vector

∑

J0+J1+...+Jd=2n

J1+2J2+···+dJd=J

pJ0
0 · · · pJd

d ·
(

2n

J0, . . . Jd

)
, J ≤ d · 2n (6)

of p2
n

belongs to R#P.
(d) Let Cm ∈ R

2m×2m

denote a circulant matrix of bandwidth d with polynomial-
time computable entries c−d, . . . c+d ∈ R such that |p−d| + . . . + |p+d| ≤ 1.
Then the matrix power C2m

m belongs to R#P.

We omit the proof of Theorem7 because of space constraints. Item (d) is
proved by means of Items (a)–(c). Items (a) and (c) use the Gaussian Distribution
as approximation. Note that, again, Items (c) and (d) are trivial over integers;
considering the real setting makes them meaningful and crucial for cost analyses
of difference schemes.

Our next tool is about efficient operator powering. It generalizes Proposi-
tion 6(b) to compact subsets of some infinite-dimensional vector space.

Theorem 8. Fix a Banach space B with norm ‖ · ‖ and linear map A : B → B.
And fix an increasing sequence Vd ⊆ Vd+1 ⊆ B of non-empty compact convex
symmetric subsets such that

(i) AK : Vd → Vpoly(d+K) is well-defined for all d,K ∈ N and
(ii) satisfies ‖AKv‖ ≤ O(1)d · dK · K! for all v ∈ Vd

(iii) and is computable in sequential time polynomial in n + d + K
(iii’) or is computable in polylogarithmic depth poly(log n + log d + log K).

u(t) := exp(tA)v =
∑

K
tK · AKv/K! ∈ B

is well-defined for all �v ∈ Vd and all |t| < 1/d and satisfies ut = Au. Moreover
Vd × [0; 1/2d] � (v, t) 	→ u(t) is computable in sequential time polynomial in n+d
(iii) or (iii’) in depth poly(log n + log d).

Proof (Sketch). Under hypothesis (ii), the series u(t) =
∑

K tK ·AKv/K! permits
differentiation under the sum for |t| ≤ 1/2d and hence solves ut = Au. Moreover
the first n terms of the series approximate u up to error 2−n. �
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Notice that a näıve hypothesis (i’) A : Vd → V2d would only imply AK : Vd →
V2Kd: blowing up exponentially in K. The stronger hypothesis (i), as well as (ii)
to (iii’), are for instance satisfied for Vd := [−2d; 2d]D by every A ∈ [−2d; 2d]D×D;
recall Proposition 6(a). A more involved case revolves around univariate analytic
functions.

Example 9. Consider the space B of complex-valued functions v : [−1; 1] → C

infinitely often continuously differentiable on the real interval. Write v(j) for its
j-th iterated derivative, and abbreviate |v|∞ := supx |v(x)|. For each d ∈ N let

Vd =
{
v : [−1; 1] → C, ∀j ∈ N |v(j)|∞ ≤ 2d ·j! ·dj

}
, ‖v‖ :=

∑
j
|v(j)|∞/(j!)2

Represent each v ∈ Vd by the (2d + 1)-tuple of its germs around positions 1,
(d − 1)/d, . . . , (−d + 1)/d, 1 ∈ [−1; 1]; and represent each germ by its power
series coefficient sequence.

(i) ∂K : Vd � v 	→ v(K) ∈ V3d+�K log d	+�K log K	 is well-defined.
(ii) satisfies ‖∂Kv‖ ≤ (2e2)d · dK · K! for all v ∈ Vd

(iii) ∂K
∣∣
Vd

is computable in sequential time polynomial in n + d + K

(iii’) and in polylogarithmic depth poly(log n + log d + log K).
(iv) Vd is compact.

Proof (Sketch). For (i) and (iii) see the proof of Theorem 16(d) in [7, §3.2].
The underlying algorithm basically shifts and scales the coefficient sequences to
symbolically take the derivative of the power series: easy to parallelize [19]. It
also needs to add new germs/points of expansion in [−1; 1]: which again can be
performed in parallel, thus establishing (iii’). �


4 Complexity of Differential Equations

In this section we apply results on matrix/operator powering from the previous
section to prove Theorems 1–3.

Proof (Theorem 1, sketch). Recall from Proposition 6(a) that Ak has entries
bounded by dk−1. Hence the tail

∑
k>K

tk

k!A
k�v is bounded, according to Stirling

formula, by
∑

k>K
1/k! · 2k·log d ≤

∑
k>K

O(
2−k·(log k−log d)

) ≤
∑

k>K
2−k = 2−K

for K ≥ 2d. Thus we can calculate the first K := max{2d, n} terms of the power
series in Eq. (3) simultaneously within depth O(

log(max{n, 2d}) ·(log n+log d+
log log max{n, 2d})

)
= O(

(log n + log d)2
)

(by Proposition 6(c)); and then add
them, incurring additional depth of the same magnitude, which completes the
proof of the theorem. �

Proof (Theorem 3, Sketch). Example 9 generalizes to functions of several vari-
ables [10]. The statements of the theorem thus follow from Theorem 8 with
A := f1∂1 + · · · + fe∂e. �
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Before proceeding to the proof of Theorem 2 let us briefly recall basic def-
initions and facts about difference schemes. Theorem 2 implicitly assumes the
domain Ω be “good enough”; w.l.o.g. we will consider uniform grids Gh on Ω̄
and Gτ

h on [0, 1] × Ω̄ for BVPs (resp. on the intersection of the domain of exis-
tence and uniqueness with [0, 1] × Ω̄ for IVPs). Here h, τ are respectively the
space and time steps. Unlikely choosing them heuristically as it is usually done
in Numerics, we will compute them from the output precision as h = Ch/2n,
τ = Cτ/2n, giving precise estimates on Ch, Cτ . That’s the reason why we denote
the matrix of the difference scheme An (depending on n) in Definition 10 below.

Definition 10. (a) For the IVP or BVP for a system of PDEs considered in
Theorem2, an explicit difference scheme is a system of algebraic equations

u(h,(l+1)τ) = Anu(h,lτ), u(h,0) = ϕ(h) (7)

Here An is a difference operator, which is in our case linear, i.e. a matrix of
dimension O(2n) (for BVPs it also includes the boundary conditions);
u(h,lτ) and ϕ(h) are grid functions, i.e. vectors of dimension O(2n),
approximating the corresponding continuously differentiable functions.

(b) The scheme (7) is said to approximate the given differential problem with
order of accuracy p (where p is a positive integer) on a solution u(t, x)
of the considered boundary-value problem if

∣∣∣(ut − Au)|Gτ
h

− Lhu(h)
∣∣∣ ≤

C1h
p, and

∣∣∣ϕ|Gh
− ϕ(h)

∣∣∣ ≤ C1h
p for some constant C1 not depending on h

and τ . Here u(h) = {u(h,lτ)}M
l=1, Lh is the linear difference operator corre-

sponding to (7) rewritten in the form Lhu(h) = 0, M is the number of time
steps.

(c) The difference scheme (7) is called stable if its solution u(h) satisfies |u(h)| ≤
c2|ϕ(h)| for a constant c2 independent of h, τ and ϕ(h).
Here | · | is the sup-norm, i.e. the maximal value over all grid cells.

(d) We will call the complexity of the difference scheme (7) be the complexity
of the corresponding matrix An in the in sense of Definition 5(b).

Fact 11 (Well-known facts, see e.g. [5]): (a) Let the difference scheme be stable
and approximate (1) on the solution u with order p. Then the solution u(h) of
the recursively defined linear algebraic systems (7) uniformly converges to the
solution u in the sense that

|u|Gτ
h

− u(h)| ≤ Chp (8)

for C not depending on h and τ (but possibly depending on the inputs; this
dependence will occur later in the proofs).

(b) The difference scheme (7) is stable iff there is a constant C2 uniformly
bounding all powers of An:

|Aq
n| ≤ C2, q = 1, 2, . . . ,M. (9)

The stability property implies τ ≤ νh; ν is called the Courant number.
(c) The convergence constant in (8) is C = C1 · C2, where C2 is from (9);

C1 is from the approximation property.
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Proof (Theorem 2, sketch). To evaluate the solution u at a fixed point (t, x)
with the prescribed precision 2−n and estimate the bit-cost of the computation,
consider the following computation steps.

1. Choose binary-rational grid steps h = 2−N (where N = O(n)) and τ ≤ νh
(where ν is the Courant number existing due to stability property): τ just
any binary-rational meeting this inequality; h defined by the inequality (12)
below.

2. For a grid point (t, x) put l = t
τ (note that l ≤ M =

[
1
τ

]
= O(2n)) and

calculate the matrix powers and vector products

u(h,lτ) = Al
nϕ(h). (10)

Note that (10) uses matrix powering instead of step-by-step iterations initially
suggested by the difference scheme (7).

3. For non-grid points take (e.g.) a multilinear interpolation ũ(h) of u(h) com-
puted from the (constant number of) “neighbor” grid points.

Due to well-known properties of multilinear interpolations,

sup
t,x

|ũ(h)(t, x)| ≤ C̃ sup
Gτ

h

|u(h)|; sup
t,x

|ũ |Gτ
h
(t, x)| ≤ C̄ sup

t,x
|D2u(t, x)| · h2, (11)

where C̃ and C̄ are absolute constants. Based on (11) and on the continuous
dependence property, as well as on linearity of the interpolation operator, infer

sup
t,x

|u(t, x) − ũ(h)(t, x)| ≤ sup
t,x

(
|u(t, x) − ũ |Gτ

h
(t, x)| + |ũ |Gτ

h
(t, x) − ũ(h)(t, x)|

)

≤ C̃C0 supx |D2ϕ(x)|h2 + C̄C1C2 · h ≤ 2−n.

Thus choosing a grid step h = 2−N such that

h ≤ Ch · 2−n, Ch = C̃C0 supx |D2ϕ(x)| + C̄C1C2, (12)

will guarantee the computed function ũ(h) approximate the solution u with the
prescribed precision 2−n (here Ch depends only on the fixed s(n) space com-
putable functions ϕ, Bi and therefore is a fixed constant).

According to (10), item (a) of Theorem 2 follows from items (f) and (d) of
Proposition 6; item (b) of Theorem 2 follows from item (d) of Theorem 7 com-
bined with item (d) of Proposition 6. �


Conditions of Theorem 2 hold for large classes of IVPs and BVPs for
linear PDEs. E.g. for certain BVPs for symmetric hyperbolic systems ut +
m∑

i=1

Biuxi
= 0 with constant matrices Bi = B∗

i (to which also the wave equa-

tion ptt − a2
m∑

i=1

pxixi
= 0 can be reduced), as well as for the heat equation
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pt−a2
m∑

i=1

pxixi
= 0, difference schemes with circulant constant bandwidth matri-

ces can be constructed. For equations with non-constant coefficients the matrices
are more complicated, thus the corresponding problems might have higher com-
plexity. Deriving optimal complexity bounds for the considered (and possibly
broader) classes of equations is one of the directions of future work.
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Abstract. We study algorithms for solving Subtraction games, which
are sometimes referred as one-heap Nim games.

We describe a quantum algorithm which is applicable to any game
on DAG, and show that its query complexity for solving an arbitrary

Subtraction game of n stones is O
(
n3/2 log n

)
.

The best known deterministic algorithms for solving such games are
based on the dynamic programming approach [8]. We show that this
approach is asymptotically optimal and that classical query complexity
for solving a Subtraction game Θ

(
n2

)
in general.

Of course, this difference between classical and quantum algorithms is
far from the best known examples, but, up to our knowledge, this paper
is the first constructive “quantum” contribution to the algorithmic game
theory.

Keywords: Quantum computation · Quantum models ·
Quantum algorithm · Query model · Game theory · Nim ·
Subtraction game

1 Introduction

Quantum computing [5,20] is one of the hot topics in computer science of the
last decades. There are many problems where quantum algorithms outperform
the best known classical algorithms for different computational models
[1–4,9,15–18].

On the other hand, quantum game theory [6,10,11] traditionally is being
studied in the context of nonlocal properties of quantum particles, and usually
stays apart from quantum computing.

We aim to bring these two topics together, and show that quantum computers
will help also in computational game theory.
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In this paper, we consider so called Subtraction games. A Subtraction game is
similar to a canonical Nim game [12]. The difference is that, in the former game
the players deal with just one heap of stones but with certain limitations imposed
on the number of stones they can take from the heap. Nim is a very notable game
in game theory, mainly because it serves as a “base case” for Sprague-Grundy
theorem [14,21]. Many games are known to be reducible to some Nim games,
and also many games on graphs can be reduced to some Subtraction games.

The most common limitation for Subtraction games is defining maximum for
the number of stones to be taken away, and this kind of games has nice combi-
natorial solutions. Here we study a much more general class of such limitations
and thus a broader class of Subtraction games.

We investigate an algorithm for solving the game, that is, determining
whether the first or the second player has a winning strategy in the game. In
this algorithm, we exploit quantum dynamic programming approach for DAGs
(Directed Acyclic graphs) described in [19]. The proposed quantum algorithm
for solving a Subtraction game has time complexity O

(√
n · |E| log n

)
, where n

is the number of stones in the heap and |E| is the number of edges in the graph
of legal moves. At the same time, we suggest a huge subclass of Subtraction
games that requires Θ(|E|) queries and thus has time complexity Θ(|E|). In the
case of |E| = O(n2), we have complexity O

(
n1.5 log n

)
in the quantum case and

complexity O(n2) in the classical case.
The paper is organized in the following way. Section 2 contains some basic

definitions. In Sect. 3, we estimate the classical complexity of a Subtraction game.
The quantum algorithm is described in Sect. 4. Finally, Sect. 5 contains general-
ization of the problem for two different graphs for two players.

2 Definitions

2.1 Subtraction Games

We use the following definition of a Subtraction game throughout this paper:
It is a two-player game in which the players alternately remove some positive
amounts of stones from a heap. Let n be the initial number of stones in the heap,
and Γ be a (triangular) binary matrix of size n × n. A player can remove j − i
stones (0 ≤ i < j ≤ n) from the heap with exactly j stones left iff Γj,i = 1. One
who cannot make a legal move loses, and their opponent wins the game. Thus a
player wins a game if he takes all the remaining stones, or leaves such number

of stones j that no allowed moves remain:
j−1∑
i=0

Γj,i = 0.

Obviously, the rules of a Subtraction game are fully determined by such
matrix Γ , so hereafter we sometimes use letter Γ to denote a corresponding
game. We also reserve name n to denote the initial size of stones, which also cor-
responds to the dimension of the matrix Γ . Note that there are only n (n + 1) /2
meaningful bits in the matrix Γ , as a player cannot take more stones than there
remain in the heap: Γj,i = 0 for all j < i.
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2.2 Winning Function

We define a Boolean function Win: Win (Γ ) = 1 iff the first player has a winning
strategy in game Γ .

We also extend its domain to all possible positions in the game:
Win (Γ, j) = 1 iff a player having j stones in game Γ has a winning strategy. In
particular:

• Win (Γ, n) = Win (Γ );
• Win (Γ, 0) = 0;
• Win (Γ, j) ⇐⇒ ∃i : Γj,i ∧ ¬Win (Γ, i).

Hereinafter we alternately use Boolean and integer forms of these and other
values: TRUE = 1 and FALSE = 0.

2.3 Properties of Subtraction Games

We call a game Γ k-balanced if the number of winning positions differs from the
number of losing positions by at most k:

∣∣∣n/2 −
n∑

j=1

Win (Γ, j)
∣∣∣ ≤ k/2 (1)

We call a game Γ sensitive if in each winning position a player has a unique
winning move. Or, equivalently, if in each position a player can have at most one
winning move:

∀j :
∣∣∣ {i : Γj,i ∧ ¬Win (Γ, i)}

∣∣∣ ≤ 1 (2)

In the next section, we study sensitive k-balanced games for small k-s. Here-
after one can assume k = 0 for simplicity, but all our considerations also hold
for any k = o (n). The exact value of k only affects the size of the considered
subset of games.

Finally, we call a game Γ losing if ¬Win (Γ ).
In the next section, we derive a lower bound for the classical complexity of

solving a losing Subtraction game with these two properties. Hereafter we call
this set LSB (“Losing, Sensitive and Balanced”).

3 Classical Query Complexity

Lemma 1. Let Γ be a losing sensitive o (n)-balanced Subtraction game Γ
picked uniformly at random from LSB: (1) ∧ (2) ∧ ¬Win (Γ ). Let game
Γ ′ differ from Γ in exactly one random bit of their binary representations:
HammingDistance (Γ, Γ ′) = 1. Then E

[
Win (Γ ′)

] ≥ 1/24.
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Proof. We first make three assumptions for ∀j, i (0 ≤ i < j ≤ n):

• E
[
Win (Γ, j)

]
= 1/2, which does not fully correspond to the uniform distri-

bution for the considered subset of games, but is asymptotically equivalent to
it (i.e. expected difference between the probability mass functions of the two
distributions is neglectable for large n-s). We leave this fact without formal
proof, because even non-uniform distribution is sufficient for our purposes.
We also neglect the addend ±k/n = ±o (1) in this estimation.

• Win (Γ, i) =⇒ E
[
Γj,i] = 1/2. Informally: a winning position i is achievable

from any preceding position j with probability 1/2. This assumption is valid
since possibility or impossibility to make a losing move in any position leaves
a game strategically unaffected. The formal proof is simple: if Win (Γ, i) and
Γ ′ is equal to Γ with the only exception Γ ′

j,i = ¬Γj,i, then Γ ′ ∈ LSB ⇐⇒
Γ ∈ LSB.

• Win (Γ, j) ∧ ¬Win (Γ, i) =⇒ E
[
Γj,i] = 1

j−1∑

i′=0
¬Win(Γ,i′)

. Informally: from a

winning position j, all subsequent losing positions i′ are achievable equiprob-
ably (and these probabilities sum up to 1). This assumption is also valid due
to the definition of the considered subset of games.

Now let Γ ′
j,i 
= Γj,i for some pair of indices j, i picked at random. Then:

• Pr
[¬Win (Γ, j)

]
= 0.5

• ∀j′(j < j′ < n) :

Pr
[
Win (Γ, j′) ∧ Γj′,j | ¬Win (Γ, j)

]
=

0.5

E

[
j′−1∑
i′=0

¬Win (Γ, i′)
] =

1
j′

Informally: each preceding j′ gives some small chance of 1/j′ for a losing
position j to be accessible from a winning position j′.

• Pr
[
�j′ : Win (Γ, j′) ∧ Γj′,j | ¬Win (Γ, j)

]
=

n−1∏
j′=j+1

(
1 − 1

j′

)
=

j

n − 1
Informally: even though each previously estimated chance was small, alto-
gether they result in some significant probability for a losing position j to be
accessible from at least one preceding winning position (of totally n − j − 1
preceding positions).

We follow that once j is a losing position, with probability 1 − j
n−1 it is

achievable from some winning position j′. We shall consider the smallest j′ if
there happen to occur several.

On the other side, Pr
[¬Win (Γ, i)

]
= 0.5, so once j is a losing position, then

with probability 0.5 position i is also losing, and thus Γj,i = 0 (since one losing
position cannot be achievable from another losing position). And altogether:
with probability (

1 − j

n − 1

)
× 0.5 × 0.5 (3)

we have the case where
(
Win (Γ, j′) ∧ Γj′,j

)
∧ ¬Win (Γ, j) ∧ ¬Win (Γ, i).
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Now let us observe what happens with Γ ′ in this (not so improbable) case: we
have Win (Γ ′, i) = Win (Γ, i) = 0 and Γ ′

j,i = ¬Γj,i = 1. It implies Win (Γ ′, j)
since Γ ′ allows access from j to the losing position i. And then the only winning
move in position j′ becomes obsolete: Win (Γ ′, j′) = 0 (some other winning
positions of game Γ may become also losing in Γ ′, but it definitely happens
with the “smallest” former winning position j′).

Finally, we note that, with probability Pr
[
Γn,j′ = 1

]
= 0.5, this difference

also implies Win (Γ ′, n) = 1 
= Win (Γ, n). This probability together with (3)
lead to the following lower bound:

Pr
[
Win (Γ ′, n) 
= Win (Γ, n)

] ≥ E
[
0.5 ×

(
1 − j

n−1

)
× 0.5 × 0.5

]

=
(
1 − E[j]

n−1

)
/8 ≈ 1

24 �


Theorem 1. There is no deterministic or randomized algorithm for solving
function Win faster than in Ω

(
n2

)
steps.

We prove this impossibility result by analyzing the performance of the best
possible classical algorithm on the set LSB of losing sensitive o (n)-balanced Sub-
traction games. But before that, we make a couple of remarks on the eligibility
of such proof:

• One may argue that, LSB is a too small set, and that we are going to prove
the lower bound for some negligible number of games. However, actually the
number of such games is roughly 2n2/4 while the total number of Subtraction
games is roughly 2n2/2. That is, a game from LSB and an arbitrary Sub-
traction game are representable by asymptotically similar numbers of bits.
Although just one example would be sufficient to make a statement about
the “worst case” complexity, we here demonstrate that a significant part of
all Subtraction games are hard to solve. We believe that, similar bound should
also hold for the whole set of Subtraction games.

• One may argue that, since LSB contains only losing games (Win (Γ ) = 0),
one could design an algorithm which, one way or another, recognizes that a
game belongs to this set and returns answer 0. Actually we can easily refute
this criticism by extending this set with sufficient number of Γ ′-s which often
are winning and always are hardly-distinguishable from the losing games of
LSB. Formally, we can consider set LSB′ =

⋃
Γ∈LSB

HammingBall (Γ, 1).

Proof. Suppose a classical algorithm, given Γ ∈ LSB, reports an answer after
querying on average less than n (n + 1) /(2 · 24) bits of Γ .

Obviously, such algorithm cannot be correct with probability more than 0.5,
since Lemma 1 implies that there are on average n (n + 1) /(2 · 24) such cru-
cial bits Γj,i that inverting the bit also inverts the value of the game Win (Γ ).
Leaving any such bit unchecked means failing to guess Win (Γ ) with adequate
probability. �
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4 Quantum Algorithm

In this section we suggest a quantum algorithm for solving an arbitrary Subtrac-
tion game (not only that from LSB). We assume the reader to be familiar with
the basics of quantum computing and in particular with Grover Search algorithm
[7,13]. We refer to the most remarkable textbook on quantum computing [20]
for the details.

We consider directed acycling graph (DAG) G = (V,E) with adjacency
matrix Γ : set V corresponds to n + 1 positions of the game Γ , and set E corre-
sponds to all legal moves.

The algorithm applies dynamic programming approach [8,19]: it solves a
problem using precomputed solutions of smaller parts of the same problem. For
analyzing DAGs, it typically means usage of some modification of Depth-first
search algorithm (DFS) as a subroutine [8].

We exploit the same idea, but for solving Win (Γ, j) (for each vertex j, start-
ing from j = 1), we use Grover’s Search algorithm [7,13] to find a losing vertex i′

among directly accessible vertices Adj [j] def= {i : Γj,i}, s.t. Win (Γ, i′) = 0. This
algorithm has two important properties:

• its time complexity is O
(√

deg j
)
, where deg j

def=
∣∣Adj [j]

∣∣ is the number of
vertices directly accessible from the vertex j;

• it returns some losing vertex i′ with a constant probability (say 0.5) if there
exist one or more losing vertices.

In Algorithm 1, we use Grover’s Search in form of function
Grover IsZeroAmong which returns 0 or 1 equiprobably if there is zero
among its input bits, and returns 0 if all inputs are ones. We store the search
results in the array w and reuse them in all the subsequent searches.

Algorithm 1. Quantum Algorithm for solving Win (Γ )
w0 ← 0
for j = 1 . . . n do � O (n)

wj ← 0
for z = 1 . . . 2 · log2 n do � O (log n)

if Grover IsZeroAmong {wi | i ∈ Adj [j]} then � O
(√

deg j
)

wj ← 1
end if

end for
end for
return wn

Theorem 2. Algorithm 1 computes Win (Γ ) in time O
(√

n |E| log n
)

and with
error probability ε � 1/n.
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Proof. The correctness of the algorithm is obvious: each of the variables wj (for
j running from 0 to n) is assigned a value Win (Γ, j) according to the definition
of the function Win (Γ, j).

The time complexity follows from Cauchy-Bunyakovsky-Schwarz inequality:

n∑
j=1

√
deg j ≤

n∑
j=1

√
Ej [deg j] =

n∑
j=1

√
|E| /n =

√
n |E|.

The probability of error in evaluating one particular wj is 2−2 log2 n = 1/n2,
so the probability of no error at all among evaluations of w1, . . . , wn is(
1 − 1/n2

)n � 1 − 1/n. �

We note that, for a random Subtraction game, the expected number of edges

E
[ |E| ] = Θ

(
n2

)
, and then we conclude that, while the best classical algorithms

require time Θ
(
n2

)
to solve a Subtraction game, there exists a polynomially

faster quantum algorithm which runs in time O
(
n3/2 log n

)
.

5 Generalization of the Subtraction Games

In this section, we consider the generalized version of a Subtraction game. Let
both players have different matrices of legal moves in a Subtraction game: Γ 1

for Player 1 and Γ 2 for Player 2. We denote such game as (Γ 1, Γ 2).
All the considerations mostly repeat the ideas given in Sects. 3 and 4, but

they illustrate that the proposed approach potentially covers some broader class
of problems. Hence we only formulate the results and briefly outline the proofs.

Lemma 2. Let (Γ 1, Γ 2) be a losing sensitive o (n)-balanced Subtraction game
(Γ 1, Γ 2) picked uniformly at random from games with properties:

• (1) for Γ 1 and Γ 2;
• analog of the property (2) for Player 2:

∀j :
∣∣{i : Γ 2

j,i ∧ ¬Win((Γ 1, Γ 2), i)}∣∣ ≤ 1;

• The game is a losing game for Player 1, i.e. ¬Win
(
(Γ 1, Γ 2)

)
.

Let game (Γ̂ 1, Γ̂ 2) differ from (Γ 1, Γ 2) in exactly one random bit of the binary
representation: HammingDistance

(
(Γ̂ 1, Γ̂ 2), (Γ 1, Γ 2)

)
= 1. Then

E
[
Win

(
(Γ̂ 1, Γ̂ 2)

) ] ≥ 1/48.

Proof. The proof is similar to the proof of Lemma 1. The only difference is
considering Player 1 and Player 2 separately. �

Theorem 3. There is no deterministic or randomized algorithm for solving
function Win

(
(Γ 1, Γ 2)

)
faster than in Θ

(
n2

)
steps.
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Proof. The proof is similar to the proof of Theorem 1. �

The quantum algorithm for Subtraction Game for two different matrices is

similar to Algorithm 1. Let Adjp [j] def=
{
i : Γ p

j,i

}
, for p ∈ {1, 2}. Let w1

i =
Win

(
(Γ 1, Γ 2), i

)
be 1 if Player 1 starts and wins given heap of i stones. Let

w2
i = Win

(
(Γ 2, Γ 1), i

)
be 1 if Player 2 starts and wins given heap of i stones.

Then Algorithm 2 solves the Subtraction game defined above in asymptotically
the same number of steps as Algorithm 1.

Algorithm 2. Quantum Algorithm for solving Win
(
(Γ 1, Γ 2)

)

w1
0 ← 0

w2
0 ← 0

for j = 1 . . . n do � O (n)
w1

j ← 0
w2

j ← 0
for z = 1 . . . 2 · log2 n do � O (log n)

if Grover IsZeroAmong
{
w2

i | i ∈ Adj1 [j]
}
then � O

(√
deg1 j

)

w1
j ← 1

end if
if Grover IsZeroAmong

{
w1

i | i ∈ Adj2 [j]
}
then � O

(√
deg2 j

)

w2
j ← 1

end if
end for

end for
return w1

n

Theorem 4. Algorithm 2 computes Win
(
(Γ 1, Γ 2)

)
in time O

(√
n |E| log n

)

and with error probability ε � 1/n.

Acknowledgement. The research is supported by PostDoc Latvia Program, and by
the ERDF within the project 1.1.1.2/VIAA/1/16/099 “Optimal quantum-entangled
behavior under unknown circumstances”.

The reported study was funded by RFBR according to the research project No.
19-37-80008.

We would like to thank the anonymous reviewers for their detailed and helpful
comments. We also thank Dr. Abuzer Yakaryılmaz for the proofreading.

References

1. Ablayev, F., Ablayev, M., Khadiev, K., Vasiliev, A.: Classical and quantum com-
putations with restricted memory. In: Böckenhauer, H.-J., Komm, D., Unger, W.
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Abstract. In the sliding window streaming model the goal is to com-
pute an output value that only depends on the last n symbols from the
data stream. Thereby, only space sublinear in the window size n should
be used. Quite often randomization is used in order to achieve this goal.
In the literature, one finds two different correctness criteria for random-
ized sliding window algorithms: (i) one can require that for every data
stream and every time instant t, the algorithm computes a correct out-
put value with high probability, or (ii) one can require that for every
data stream the probability that the algorithm computes at every time
instant a correct output value is high. Condition (ii) is stronger than
(i) and is called “strict correctness” in this paper. The main result of
this paper states that every strictly correct randomized sliding window
algorithm can be derandomized without increasing the worst-case space
consumption.

1 Introduction

Sliding window streaming algorithms process an input sequence a1a2 · · · am from
left to right and receive at time t the symbol at as input. Such algorithms are
required to compute at each time instant t a value f(at−n+1 · · · at) that depends
on the n last symbols (we should assume t ≥ n here). The value n is called
the window size and the sequence at−n+1 · · · at is called the window content at
time t. In many applications, data items in a stream are outdated after a certain
time, and the sliding window model is a simple way to model this. A typical
application is the analysis of a time series as it may arise in medical monitoring,
web tracking, or financial monitoring.

A general goal in the area of sliding window algorithms is to avoid the explicit
storage of the window content, and, instead, to work in considerably smaller
space, e.g. space polylogarithmic in the window size. In the seminal paper of
Datar, Gionis, Indyk and Motwani [10], where the sliding window model was
introduced, the authors prove that the number of 1’s in a 0/1-sliding window
of size n can be maintained in space O(1ε · log2 n) if one allows a multiplicative
error of 1 ± ε. Other algorithmic problems that were addressed in the extensive
literature on sliding window streams include the computation of statistical data
(e.g. computation of the variance and k-median [3], and quantiles [2]), optimal
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sampling from sliding windows [7], membership problems for formal languages
[11–14], computation of edit distances [8], database querying (e.g. processing of
join queries over sliding windows [15]) and graph problems (e.g. checking for
connectivity and computation of matchings, spanners, and minimum spanning
trees [9]). The reader can find further references in [1, Chapter 8] and [6].

Many of the above mentioned papers deal with sliding window algorithms
that only compute a good enough approximation of the exact value of interest.
In fact, even for very simple sliding window problems it is unavoidable to store
the whole window content. Examples are the exact computation of the number
of 1’s [10] or the computation of the first symbol of the sliding window for a
0/1-data stream [12]. In this paper, we consider a general model for sliding win-
dow approximation problems, where a (possibly infinite set) of admissible output
values is fixed for each word. To be more accurate, a specific approximation prob-
lem is described by a function A : Σ∗ → 2Ω which associates to words over a
finite alphabet Σ (the set of data values in the stream) admissible output values
from a possibly infinite set Ω. A sliding window algorithm for such a problem
is then required to compute at each time instant an admissible output value for
the current window content. This model covers exact algorithms (where A is a
function A : Σ∗ → Ω) as well as a wide range of approximation algorithms. For
example the computation of the number of 1’s in a 0/1-sliding window with an
allowed multiplicative error of 1±ε is covered by our model, since for a word with
k occurrences of 1, the admissible output values are the integers from �(1− ε)k�
to �(1 + ε)k�.

A second ingredient of many sliding window algorithms is randomization. Fol-
lowing our recent work [11–13] we model a randomized sliding window algorithm
as a family R = (Rn)n≥0 of probabilistic automata Rn over a finite alphabet Σ,
where Rn is the algorithm for window size n. Probabilistic automata were intro-
duced by Rabin [17] and can seen as a common generalization of deterministic
finite automata and Markov chains. The basic idea is that for every state q and
every input symbol a, the next state is chosen according to some probability dis-
tribution. In addition to the classical model of Rabin, we require that for every
probabilistic automaton Rn, (i) states are encoded by bit strings (the memory
contents of the algorithm – this allows to define the space consumption of Rn

on a certain input) and (ii) every state is associated with an output value from
the set Ω. The second point allows to associate with every input word w ∈ Σ∗

and every output value ω ∈ Ω the probability that the automaton outputs ω
on input w. In order to solve a specific approximation problem A : Σ∗ → 2Ω

one should require that for every window size n, the probabilistic automaton Rn

should have a small error probability ε (say ε = 1/3) on every input stream. But
what does the latter exactly mean? Two different definitions can be found in the
literature:

– For every input stream w = a1 · · · am and every window size n (n ≤ m), the
probability that Rn outputs on input w a value ω /∈ A(am−n+1 · · · am) is at
most ε. In this case, we say that R is ε-correct for A.
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– For every input stream w = a1 · · · am and every window size n, the prob-
ability that Rn outputs at some time instant t (n ≤ t ≤ m) a value
ω /∈ A(at−n+1 · · · at) is at most ε. In this case, we say that R is strictly
ε-correct for A.

One can rephrase the difference between strict ε-correctness and ε-correctness as
follows: ε-correctness means that while the randomized sliding window algorithm
runs on an input stream it returns at each time instant an admissible output
value with probability at least 1 − ε. In contrast, strict ε-correctness means
that while the randomized sliding window algorithm reads an input stream, the
probability that the algorithm returns an admissible output value at every time
instant is at least 1 − ε. Obviously this makes a difference: imagine that Ω =
{1, 2, 3, 4, 5, 6} and that for every input word w ∈ Σ∗ the admissible output
values are 2, 3, 4, 5, 6, then the algorithm that returns at every time instant the
output of a fair dice throw is 1/6-correct. But the probability that this algorithm
returns an admissible output value at every time instant is only (5/6)m for an
input stream of length m and hence converges to 0 for m → ∞. Of course,
in general, the situation is more complex since successive output values of a
randomized sliding window algorithm are not independent.

In the following discussion, let us fix the error probability ε = 1/3 (using
probability amplification, one can reduce ε to any constant > 0). In our recent
paper [13] we studied the space complexity of the membership problem for reg-
ular languages with respect to ε-correct randomized sliding window algorithms.
It turned out that in this setting, one can gain from randomization. Consider
for instance the regular language ab∗ over the alphabet {a, b}. Thus, the sliding
window algorithm for window size n should output “yes”, if the current window
content is abn−1 and “no” otherwise. From our results in [11,12], it follows that
the optimal space complexity of a deterministic sliding window algorithm for
the membership problem for ab∗ is Θ(log n). On the other hand, it is shown
in [13] that there is an ε-correct randomized sliding window algorithm for ab∗

with (worst-case) space complexity O(log log n) (this is also optimal). In fact, we
proved in [13] that for every regular language L, the space optimal ε-correct ran-
domized sliding window algorithm for L has either constant, doubly logarithmic,
logarithmic, or linear space complexity, and the corresponding four space classes
can be characterized in terms of simple syntactic properties.

Strict ε-correctness is used (without explicit mentioning) for instance in
[5,10].1 In these papers, the lower bounds shown for deterministic sliding-window
algorithms are extended with the help of Yao’s minimax principle [18] to strictly
ε-correct randomized sliding-window algorithms. The main result of this paper
states that this is a general phenomenon: we show that every strictly ε-correct
sliding window algorithm for an approximation problem A can be derandomized
without increasing the worst-case space complexity (Theorem 4). To the best of

1 For instance, Ben-Basat et al. write “We say that algorithm A is ε-correct on a input
instance S if it is able to approximate the number of 1’s in the last W bits, at every
time instant while reading S, to within an additive error of Wε”.
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our knowledge, this is the first investigation on the general power of random-
ization on the space consumption of sliding window algorithms. We emphasize
that our proof does not utilize Yao’s minimax principle, which would require
the choice of a “hard” distribution of input streams specific to the problem. It
remains open, whether such a hard distribution exists for every approximation
problem.

We remark that the proof of Theorem 4 uses exponentially long input streams
in the size of the sliding window. In fact, we show that for a certain problem
a restriction to polynomially long input streams yields an advantage of strictly
correct randomized algorithms over deterministic ones, see Propositions 8 and 9.

It is possible to extend Theorem 4 to average space complexity with the cost
of an additional constant factor. More precisely, for every randomized strictly
ε-correct sliding window algorithm R for A there exists a deterministic sliding
window algorithm for A whose space complexity is only a constant factor larger
than the average space complexity of R. This is a direct corollary of Theorem 4
and Lemma 3, which allows to go from average space to worst-case space with
the cost of a constant blow-up.

Let us add further remarks on our model. First of all, it is crucial for our
proofs that the input alphabet (i.e., the set of data values in the input stream)
is finite. This is for instance the case when counting the number of 1’s in a 0/1-
sliding window. On the other hand, the problem of computing the sum of all data
values in a sliding window of arbitrary numbers (a problem that is considered in
[10] as well) is not covered by our setting, unless one puts a bound on the size
of the numbers in the input stream.

As a second remark, note that our sliding window model is non-uniform in
the sense that for every window size we may have a different streaming algorithm.
In other words: it is not required that there exists a single streaming algorithm
that gets the window size as a parameter. Clearly, lower bounds get stronger
when shown for the non-uniform model. Moreover, all proofs of lower bounds in
the sliding window setting, we are aware of, hold for the non-uniform model.

2 Preliminaries

With [0, 1] we denote the real interval {p ∈ R : 0 ≤ p ≤ 1}. The set of all words
over a finite alphabet Σ is denoted by Σ∗. The empty word is denoted by λ. The
length of a word w ∈ Σ∗ is denoted with |w|. The sets of words over Σ of length
exactly, at most and at least n are denoted by Σn, Σ≤n and Σ≥n, respectively.

2.1 Approximation Problems

An approximation problem is a mapping A : Σ∗ → 2Ω where Σ is a finite alphabet
and Ω is a (possibly infinite) set of output values. For a given input word w ∈ Σ∗

the set A(w) is the set of admissible outputs for w. Typical examples include:

– exact computation problems A : Σ∗ → Ω (here we identify an element
ω ∈ Ω with the singleton subset {ω}). A typical example is the mapping
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c1 : {0, 1}∗ → N where c1(w) is the number of 1’s in w. Another exact prob-
lem is given by the characteristic function χL : Σ∗ → {0, 1} of a language
L ⊆ Σ∗.

– approximation of some numerical value for the data stream, which can be
modeled by a function A : Σ∗ → 2N. A typical example would be the mapping
w �→ {k ∈ N : (1 − ε) · c1(w) ≤ k ≤ (1 + ε) · c1(w)} for some 0 < ε < 1.

2.2 Probabilistic Automata with Output

In the following we will introduce probabilistic automata [16,17] as a model
of randomized streaming algorithms which produce an output after each input
symbol. A probabilistic automaton R = (Q,Σ, ι, ρ, ω) consists of a (possibly
infinite) set of states Q, a finite alphabet Σ, an initial state distribution ι : Q →
[0, 1], a transition probability function ρ : Q × Σ × Q → [0, 1] and an output
function ω : Q → Ω such that

–
∑

q∈Q ι(q) = 1,
–

∑
q∈Q ρ(p, a, q) = 1 for all p ∈ Q, a ∈ Σ.

If ι and ρ map into {0, 1}, then R is a deterministic automaton; in this case we
write R as R = (Q,Σ, q0, δ, ω), where q0 ∈ Q is the initial state and δ : Q×Σ →
Q is the transition function. A run on a word a1 · · · am ∈ Σ∗ in R is a sequence
π = (q0, a1, q1, a2, . . . , am, qm) where q0, . . . , qm ∈ Q and ρ(qi−1, ai, qi) > 0 for
all 1 ≤ i ≤ m. If m = 0 we obtain the empty run (q0) starting and ending in q0.
We write runs in the usual way

π : q0
a1−→ q1

a2−→ · · · am−−→ qm

or also omit the intermediate states: π : q0
a1···am−−−−−→ qm. We extend ρ to runs

in the natural way: if π : q0
a1−→ q1

a2−→ · · · am−−→ qm is a run in R then
ρ(π) =

∏m
i=1 ρ(qi−1, ai, qi). Furthermore we define ρι(π) = ι(q0) · ρ(π). We

denote by Runs(R,w) the set of all runs on w in R and denote by Runs(R, q, w)
those runs on w that start in q ∈ Q. If R is clear from the context, we sim-
ply write Runs(w) and Runs(q, w). Notice that for each w ∈ Σ∗ the func-
tion ρι is a probability distribution on Runs(R,w) and for each q ∈ Q the
restriction of ρ to Runs(R, q, w) is a probability distribution on Runs(R, q, w).
If Π is a set of runs (which will often be defined by a certain property of
runs), then Prπ∈Runs(w)[π ∈ Π] denotes the probability

∑
π∈Runs(w)∩Π ρι(π) and

Prπ∈Runs(q,w)[π ∈ Π] denotes
∑

π∈Runs(q,w)∩Π ρ(π).

3 Randomized Streaming and Sliding Window
Algorithms

We define a randomized streaming algorithm as a pair (R, enc) consisting of a
probabilistic automaton R = (Q,Σ, ι, ρ, ω) as above and an injective function
enc: Q → {0, 1}∗. Usually, we will only refer to the underlying automaton R. If R
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is deterministic, we speak of a deterministic streaming algorithm. The maximum
number of bits stored in a run π : q0

a1−→ q1
a2−→ · · · am−−→ qm is denoted by

space(R, π), i.e.,

space(R, π) = max{|enc(qi)| : 0 ≤ i ≤ m}.

We are interested in two space measures for an input stream w:

– worst case space:

space(R,w) = max{space(R, π) : π ∈ Runs(R,w), ρι(π) > 0}.

– expected space:

space∅(R,w) =
∑

π∈Runs(R,w)

ρι(π) · space(R, π)

Let R = (Q,Σ, ι, ρ, ω) be a randomized streaming algorithm, let A : Σ∗ → 2Ω

be an approximation problem and let w = a1a2 · · · am ∈ Σ∗ be an input stream.

– A run π : q0
w−→ qm is correct for A if ω(qm) ∈ A(w). The error probability of

R on w for A is
ε(R,w,A) =

∑

π∈N

ρι(π),

where N = {π ∈ Runs(R,w) : π is not correct for A}.
– A run π : q0

a1−→ q1
a2−→ · · · qm−1

am−−→ qm is strictly correct for A if ω(qt) ∈
A(a1 · · · at) for all 0 ≤ t ≤ m. The strict error probability of R on w for A is

ε∗(R,w,A) =
∑

π∈N∗

ρι(π),

where N∗ = {π ∈ Runs(R,w) : π is not strictly correct for A}.

3.1 Sliding Window Algorithms

For a window length n ≥ 0 and a stream w ∈ Σ∗ we define lastn(w) to be the
suffix of �nw of length n where � ∈ Σ is a fixed alphabet symbol. The word
lastn(λ) = �n is also called the initial window. Given an approximation problem
A : Σ∗ → 2Ω and a window length n ≥ 0 we define the sliding window problem
An : Σ∗ → 2Ω as

An(w) = A(lastn(w))

for w ∈ Σ∗. Since we can identify a language L ⊆ Σ∗ with its characteristic
function χL : Σ∗ → {0, 1}, the definition of An specializes to

Ln = {w ∈ Σ∗ : lastn(w) ∈ L}.
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A randomized sliding window algorithm (randomized SWA for short) is a sequence
R = (Rn)n≥0 of randomized streaming algorithms Rn over the same alphabet
Σ and over the same set of output values Ω. If every Rn is deterministic, we
speak of a deterministic SWA. Note that this is a non-uniform model in the
sense that for every window length n we have a separate algorithm Rn. The
space complexity of the randomized SWA R = (Rn)n≥0 is the function

f(R, n) = sup{space(Rn, w) : w ∈ Σ∗}

and its expected space complexity is the function

f∅(R, n) = sup{space∅(Rn, w) : w ∈ Σ∗}.

Clearly, if Rn is finite, then one can always find a state encoding such that
f(R, n) = �log2 |Rn|� (|Rn| denotes the number of states of Rn).

Definition 1. Let 0 ≤ ε ≤ 1 be an error bound, let R = (Rn)n≥0 be a random-
ized SWA, and let A be an approximation problem.

– R is ε-correct for A if ε(Rn, w,An) ≤ ε for all n ≥ 0 and w ∈ Σ∗.
– R is strictly ε-correct for A if ε∗(Rn, w,An) ≤ ε for all n ≥ 0 and w ∈ Σ∗.

A deterministic SWA for A is a deterministic SWA which is 0-correct (and hence
strictly 0-correct) for A.

Remark 2. Since one can store for window size n the window content with
�log2 |Σ|� · n bits, every approximation problem has a deterministic SWA
D = (Dn)n≥0 such that f(D, n) ≤ �log2 |Σ|� ·n. In particular, for every (strictly)
ε-correct randomized SWA R for A, there exists a (strictly) ε-correct randomized
SWA R′ for A such that f(R′, n) ≤ min{f(R, n), �log2 |Σ|� · n}.

It is not clear, whether the statement in Remark 2 also holds for average space
complexity. On the other hand, the following statement holds:

Lemma 3. Let R be a randomized SWA which is (strictly) ε-correct for A and
let μ ≥ 1. Then there exists a randomized SWA R′ which is (strictly) (ε + 1

μ )-
correct for A such that f(R′, n) ≤ μ · f∅(R, n).

Proof. Fix n ≥ 0 and let s = f∅(R, n) be the expected space complexity on
window length n. If s = ∞ then the statement is trivial (take R′

n = Rn). So, let
us assume that s is finite. Let Q≥ be the set of states in Rn with encoding length
≥ μ · s. If Q≥ = ∅, then f(R, n) ≤ μ · f∅(R, n) already holds. If Q≥ is nonempty,
let R′

n be the algorithm obtained from Rn by merging all states q ∈ Q≥ into a
single state q⊥ encoded using an unused bit string of minimal length, which is
at most μ · s. On an input stream w ∈ Σ∗, the probability that q⊥ is reached is

Pr
π∈Runs(R′

n,w)
[π contains q⊥] = Pr

π∈Runs(Rn,w)
[space(Rn, π) ≥ μ · s] ≤ s

μ · s
=

1
μ
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by Markov’s inequality. Note that if an R′
n-run on w is not (strictly) correct, then

(i) it must contain q⊥ or (ii) it must be an Rn-run on w which is not (strictly)
correct. Hence, an union bound yields

ε(R′
n, w,A) ≤ 1

μ
+ ε(Rn, w,A) ≤ 1

μ
+ ε, respectively

ε∗(R′
n, w,A) ≤ 1

μ
+ ε∗(Rn, w,A) ≤ 1

μ
+ ε,

which shows the lemma. ��

4 Derandomization of Strictly Correct Algorithms

In this section we prove the main result of this paper, which states that strictly
correct randomized SWAs can be completely derandomized:

Theorem 4. Let A : Σ∗ → 2Ω be an approximation problem and let R be a
randomized SWA which is strictly ε-correct for A, where 0 ≤ ε < 1. There exists
a deterministic SWA D for A such that f(D, n) ≤ f(R, n) for all n ≥ 0.

Theorem 4 talks about the worst-case space complexity f(R, n). On the other
hand, if we choose a constant μ ≥ 1 with ε + 1/μ < 1 then with Lemma 3 we
obtain from a strictly ε-correct randomized SWA R for A a deterministic SWA
D for A with f(D, n) ≤ μ · f∅(R, n).

Let A : Σ∗ → 2Ω , R = (Rn)n≥0, and 0 ≤ ε < 1 as in Theorem 4. By
Remark 2, we can assume that every Rn has a finite state set. Fix a window size
n ≥ 0 and let Rn = (Q,Σ, ι, ρ, ω). Consider a run

π : q0
a1−→ q1

a2−→ · · · am−−→ qm

in Rn. The run π is simple if qi �= qj for 0 ≤ i < j ≤ m. A subrun of π is a run

qi
ai+1−−−→ qi+1

ai+2−−−→ · · · qj−1
aj−→ qj

for some 0 ≤ i ≤ j ≤ m. Consider a nonempty subset S ⊆ Q and a function
δ : Q×Σ → Q such that S is closed under δ, i.e., δ(S ×Σ) ⊆ S. We say that the
run π is δ-conform if δ(qi−1, ai) = qi for all 1 ≤ i ≤ m. We say that π is (S, δ)-
universal if for all q ∈ S and x ∈ Σn there exists a δ-conform subrun π′ : q

x−→ q′

of π. Finally, π is δ-universal if it is (S, δ)-universal for some nonempty subset
S ⊆ Q which is closed under δ.

Lemma 5. Let π be a strictly correct run in Rn for A, let S ⊆ Q be a nonempty
subset and let δ : Q × Σ → Q be a function such that S is closed under δ. If π
is (S, δ)-universal, then there exists q0 ∈ S such that Dn = (Q,Σ, q0, δ, ω) is a
deterministic streaming algorithm for An.
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Proof. Let q0 = δ(p,�n) ∈ S for some arbitrary state p ∈ S and define Dn =

(Q,Σ, q0, δ, ω). Let w ∈ Σ∗ and consider the run σ : p
�n

−−→ q0
w−→ q in Dn of length

≥ n. We have to show that (lastn(w), ω(q)) ∈ A. We can write �nw = x lastn(w)

for some x ∈ Σ∗. Thus, we can rewrite the run σ as σ : p
x−→ q′ lastn(w)−−−−−→ q.

We know that q′ ∈ S because S is closed under δ. Since π is (S, δ)-universal,

it contains a subrun q′ lastn(w)−−−−−→ q. Strict correctness of π implies (lastn(w),
ω(q)) ∈ A. ��

For the rest of this section we fix an arbitrary function δ : Q × Σ → Q such
that for all q ∈ Q, a ∈ Σ,

ρ(q, a, δ(q, a)) = max{ρ(q, a, p) : p ∈ Q}.

Note that
ρ(q, a, δ(q, a)) ≥ 1

|Q| . (1)

for all q ∈ Q, a ∈ Σ. Furthermore, let Dn = (Q,Σ, q0, δ, ω) where the initial state
q0 will be defined later. We define for each i ≥ 1 a state pi, a word wi ∈ Σ∗, a
corresponding run π∗

i ∈ Runs(Dn, pi, wi) in Dn and a set Si ⊆ Q. For m ≥ 0,
we use the abbreviation

Πm = Runs(Rn, w1 · · · wm).

Note that Π0 = Runs(Rn, λ). For 1 ≤ i ≤ m let Hi denote the event that for a
random run π = π1 · · · πm ∈ Πm, where each πj is a run on wj , the subrun πi is
(Si, δ)-universal. Notice that Hi is independent of m ≥ i.

First, we choose for pi a state that maximizes the probability

Pr
π∈Πi−1

[π ends in pi | ∀j ≤ i − 1 : Hj ],

which is at least 1/|Q|. Note that p1 is a state such that ι(p1) is maximal, since Π0

only consists of empty runs (q). For Si we take any maximal strongly connected
component of Dn (viewed as a directed graph) which is reachable from pi. Here,
maximality means that for every q ∈ Si and every a ∈ Σ, also δ(q, a) belongs to
Si. Finally, we define the run π∗

i and the word wi. The run π∗
i starts in pi. Then,

for each pair (q, x) ∈ Si × Σn the run π∗
i leads from the current state to state

q via a simple run and then reads the word x from q. The order in which we go
over all pairs (q, x) ∈ Si × Σn is not important. Since Si is a maximal strongly
connected component of Dn such a run π∗

i exists. Hence, π∗
i is a run on a word

wi =
∏

q∈Si

∏

x∈Σn

yq,x x,

where yq,x is the word that leads from the current state via a simple run to state
q. Since we choose the runs on the words yq,x to be simple, we have |yq,x| ≤ |Q|
and thus |wi| ≤ |Q| · |Σ|n · (|Q| + n). Let us define

μ =
1

|Q||Q|·|Σ|n·(|Q|+n)+1
.
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Note that by construction, the run π∗
i is (Si, δ)-universal. Inequality (1) yields

Pr
π∈Runs(pi,wi)

[π = π∗
i ] ≥ 1

|Q||wi| ≥ μ · |Q|. (2)

Lemma 6. For all m ≥ 0 we have Prπ∈Πm
[Hm | ∀i ≤ m − 1 : Hi] ≥ μ.

Proof. In the following, let π be a random run from Πm and let πi be the subrun
on wi. Under the assumption that the event [πm−1 ends in pm] holds, the events
[πm = π∗

m] and [∀i ≤ m− 1 : Hi] are conditionally independent.2 Thus, we have

Pr
π∈Πm

[πm = π∗
m | πm−1 ends in pm ∧ ∀i ≤ m − 1 : Hi]

= Pr
π∈Πm

[πm = π∗
m | πm−1 ends in pm].

Since the event [πm = π∗
m] implies the event [πm−1 ends in pm], we obtain:

Pr
π∈Πm

[Hm | ∀i ≤ m − 1 : Hi]

≥ Pr
π∈Πm

[πm = π∗
m | ∀i ≤ m − 1 : Hi]

= Pr
π∈Πm

[πm = π∗
m ∧ πm−1 ends in pm | ∀i ≤ m − 1 : Hi]

= Pr
π∈Πm

[πm = π∗
m | πm−1 ends in pm ∧ ∀i ≤ m − 1 : Hi] ·

Pr
π∈Πm

[πm−1 ends in pm | ∀i ≤ m − 1 : Hi]

= Pr
π∈Πm

[πm = π∗
m | πm−1 ends in pm] ·

Pr
π∈Πm

[πm−1 ends in pm | ∀i ≤ m − 1 : Hi]

≥ Pr
πm∈Runs(pm,wm)

[πm = π∗
m] · 1

|Q|
≥ μ,

where the last inequality follows from (2). This proves the lemma. ��
Lemma 7. Prπ∈Πm

[π is δ-universal] ≥ Prπ∈Πm
[∃i ≤ m : Hi] ≥ 1 − (1 − μ)m.

Proof. The first inequality follows from the definition of the event Hi. Moreover,
with Lemma 6 we get

Pr
π∈Πm

[∃i ≤ m : Hi] = Pr
π∈Πm

[∃i ≤ m − 1 : Hi] +

Pr
π∈Πm

[Hm | ∀i ≤ m − 1 : Hi] · Pr
π∈Πm

[∀i ≤ m − 1 : Hi]

= Pr
π∈Πm−1

[∃i ≤ m − 1 : Hi] +

Pr
π∈Πm

[Hm | ∀i ≤ m − 1 : Hi] · Pr
π∈Πm−1

[∀i ≤ m − 1 : Hi]

≥ Pr
π∈Πm−1

[∃i ≤ m − 1 : Hi] + μ · Pr
π∈Πm−1

[∀i ≤ m − 1 : Hi].

2 Two events A and B are conditionally independent assuming event C if Pr[A ∧ B |
C] = Pr[A | C] · Pr[B | C], which is equivalent to Pr[A | B ∧ C] = Pr[A | C].
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Thus, rm := Prπ∈Πm
[∃i ≤ m : Hi] satisfies rm ≥ rm−1 + μ · (1 − rm−1) =

(1 − μ) · rm−1 + μ. Since r0 = 0, we get rm ≥ 1 − (1 − μ)m by induction. ��
Proof of Theorem 4. We use the probabilistic method in order to show that
there exists q0 ∈ Q such that Dn = (Q,Σ, q0, δ, ω) is a deterministic streaming
algorithm for An. With Lemma 7 we get

Pr
π∈Πm

[π is strictly correct for A and δ-universal]

= 1 − Pr
π∈Πm

[π is not strictly correct for A or is not δ-universal]

≥ 1 − Pr
π∈Πm

[π is not strictly correct for A] − Pr
π∈Πm

[π is not δ-universal]

≥ Pr
π∈Πm

[π is δ-universal] − ε

≥ 1 − (1 − μ)m − ε.

We have 1 − (1 − μ)m − ε > 0 for m > log(1 − ε)/ log(1 − μ) (note that ε < 1
and 0 < μ < 1 since we can assume that |Q| ≥ 2). Hence there are m ≥ 0 and a
strictly correct δ-universal run π ∈ Πm. We can conclude with Lemma 5. ��
The word w1w2 · · · wm (with m > log(1− ε)/ log(1−μ)), for which there exists a
strictly correct and δ-universal run has a length that is exponential in the window
size n. In other words: We need words of length exponential in n in order to
transform a strictly ε-correct randomized SWA into an equivalent deterministic
SWA. We now show that this is unavoidable: if we restrict to inputs of length
poly(n) then strictly ε-correct SWAs can yield a proper space improvement over
deterministic SWAs.

For a word w = a1 · · · an let wR = an · · · a1 denote the reversed word. Take
the language Kpal = {wwR : w ∈ {a, b}∗} of all palindromes of even length,
which belongs to the class DLIN of deterministic linear context-free languages
[4], and let L = $Kpal.

Proposition 8. If D is a deterministic SWA for L, then f(D, 2n + 1) = Ω(n).

Proof. Let D = (Dn)n≥0. Take two distinct words $x and $y where x, y ∈ {a, b}n.
Since D2n+1 accepts $xxR and rejects $yxR, the automaton D2n+1 reaches two
different states on the inputs $x and $y. Therefore, D2n+1 must have at least
|{a, b}n| = 2n states and hence Ω(n) space. ��
Proposition 9. Fix a polynomial p(n). There is a randomized SWA R =
(Rn)n≥0 such that (i) f(R, n) ∈ O(log n) and (ii) ε∗(Rn, w, Ln) ≤ 1/e (e denotes
Euler’s number) for all input words w ∈ Σ∗ with |w| ≤ p(n).

Proof. Babu et al. [4] have shown that for every language K ∈ DLIN there
exists a randomized streaming algorithm using space O(log n) which, given an
input w of length n,

– accepts with probability 1 if w ∈ K,
– and rejects with probability at least 1 − 1/n if w /∈ K.
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We remark that the algorithm needs to know the length of w in advance. To stay
consistent with our definition, we view the algorithm above as a family (Sn)n≥0

of randomized streaming algorithms Sn. Furthermore, the error probability 1/n
can be further reduced to 1/nd where p(n) ≤ nd for sufficiently large n (by
picking random primes of size Θ(nd+1) in the proof from [4]).

Now we prove our claim for L = $Kpal. The streaming algorithm Rn for
window size n works as follows: After reading a $-symbol, the algorithm Sn−1

from above is simulated on the longest factor from {a, b}∗ that follows (i.e. Sn−1

is simulated until the next $ arrives). Simultaneously we maintain the length �
of the maximal suffix over {a, b}, up to n, using O(log n) bits. If � reaches n − 1,
then Rn accepts if and only if Sn−1 accepts. Notice that Rn only errs if the stored
length is n − 1 (with probability 1/nd), which happens at most once in every
n steps. Therefore the number of time instants where Rn errs on w is at most
|w|/n ≤ nd/n = nd−1. The union bound yields ε∗(Rn, w, Ln) ≤ nd−1/nd = 1

n

for every stream w ∈ {$, a, b}≤p(n). This concludes the proof. ��
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On the Complexity of Restarting
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Abstract. Restarting is a technique used by many randomized local
search and systematic search algorithms. If the algorithm has not been
successful for some time, the algorithm is reset and reinitialized with
a new random seed. However, for some algorithms and some problem
instances, restarts are not beneficial. Luby et al. [12] showed that if
restarts are useful, then there is a restart time t∗ such that the so-called
fixed-cutoff strategy is the best possible strategy in expectation.

In this work, we show that deciding whether restarts are useful is NP-
complete. Furthermore, we show that there is no feasible approximation
algorithm for the optimal restart time t∗. Lastly, we show that calculating
the expected runtime for a known probability distribution and a given
restart time is #P-complete.

Keywords: Restarts · Fixed-cutoff strategy ·
Probability distribution · Computational complexity · NP · #P ·
Inapproximability

1 Introduction

Some (randomized) algorithms employ an algorithmic paradigm called restart-
ing: If a solution is not found after a certain number of steps, then the algo-
rithm is reset and the search starts over with a new random seed. Restarts
are especially prevalent in stochastic local search (e.g. [13,17]) and randomized
systematic search algorithms (e.g. [3,9]). In practice, restarts help to improve
the performance of some algorithms by orders of magnitude, and are presently
employed in most state-of-the-art SAT solvers [4].

For Las Vegas algorithms the runtime behavior is often modeled with prob-
ability distributions. For example, Arbelaez et al. [1] use lognormal and expo-
nential distributions to describe the runtime behavior of two SAT solvers. Frost
et al. [8] model the runtime behavior of solvable CSP instances with Weibull
distributions and the behavior of unsolvable CSP instances with lognormal dis-
tributions. Both papers use empirical observations to fit these distributions to
the observed runtimes. Hence, it also seems natural for theoretical purposes to
model the runtime behavior with cumulative distribution functions (cdfs) or
probability mass functions (pmfs). It allows to succinctly represent the runtime
behavior on a large (possibly infinite) support.
c© Springer Nature Switzerland AG 2019
R. van Bevern and G. Kucherov (Eds.): CSR 2019, LNCS 11532, pp. 250–261, 2019.
https://doi.org/10.1007/978-3-030-19955-5_22
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From the theoretical perspective, Luby et al. [12] showed that the so-called
fixed-cutoff strategy is an optimal strategy w.r.t. the expected runtime for some
restart time t∗. The fixed-cutoff strategy allows an unbounded number of restarts
and the algorithm always restarts after t∗ steps. It is, however, necessary to have
nearly complete knowledge of the runtime behavior to compute the optimal
restart time t∗.

A good restart strategy should improve the performance of the algorithm
in question. For the case when the distribution is known, Lorenz [11] derived
formulas to evaluate whether there is any restart strategy which is beneficial
w.r.t. the expected runtime. Furthermore, the formulas can be used to calculate
an optimal restart time.

Another crucial property for restart strategies is that the calculation of
restart times should be efficient. In other words, the time spent choosing a restart
strategy should be significantly less than the time dedicated to the actual algo-
rithm that uses the restart strategy. So far, the complexity of choosing a restart
strategy has not been considered.

Our Contribution: We study the computational complexity of problems
directly related to restarts. It is assumed that the probability distribution is
known and provided in symbolic form, i.e., the formulas of either the cdf or pmf
of the distribution are known. Section 3 considers decision problems. It is shown
that deciding whether there is a restart time such that the expected runtime is
less than a threshold is NP-hard (Theorem 2) while a relaxation of the problem
is still NP-complete (Theorem 1). Furthermore, Theorem 3 and Corollary 2 show
that there is no feasible approximation algorithm for the restart time w.r.t. the
expected runtime.

In Sect. 4, we investigate underlying reasons why the decision problems men-
tioned above are hard. Moorsel and Wolter [14] showed that restarts are bene-
ficial if and only if E[X] < E[X − t | X > t] for some t, where X is a random
variable describing the runtime. Here, we show that calculating both sides of the
inequality is #P-complete (Theorems 4 and 5).

Related Work: Initiated by the work of Batu et al. [2], property testing gained
traction in recent years. In this field, the general objective is determining whether
a probability distribution fulfills a specific desired property. For example, an
algorithm should decide whether the pmf of a distribution is unimodal [7]. For
an in-depth overview of the topic, refer to [6]. The difference to our model is that
in the framework of property testing the probability distribution is not explicitly
known. Instead, it is assumed that sample access to the distribution is available.
In other words, there is an oracle which returns an element x with probability
p(x). Therefore, the pmf p cannot be observed directly, while in our model p
is known. To the best of our knowledge, complexity properties of probability
distributions provided in symbolic form have not been studied before.
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2 Preliminaries

We presume that the reader is familiar with the basic notions of complexity
theory. For a detailed description of the topic, we refer to a standard book on the
topic like [16]. We assume that the runtime distribution is known and provided
as input in symbolic form. First, the structure of the functions is specified: In this
work, it is only required that a function F is well-defined on a bounded interval
I = {0, . . . , a} with 0 < a < ∞. In this work, we consider discrete cumulative
distribution functions and probability mass functions.

Definition 1. Let X be an integer-valued random variable. Then, the cumula-
tive distribution function (cdf) FX of X is defined by

FX(i) = Pr (X ≤ i).

The probability mass function (pmf) pX of X is defined by

pX(i) = Pr (X = i) .

In the following, the subscripts are often omitted. Cdfs and pmfs are bounded
from below by zero and bounded from above by one. Moreover, cdfs are
monotone on I. Let p be a pmf then its corresponding cumulative function
F (k) =

∑k
i=0 p(i) is required to be a cdf.

Each function F is defined with binary encoded input, i.e., F : {0, 1}n �→ [0, 1]
where n is a suitable integer. The function F is given in symbolic form or in other
words: as a formula. We use uniform families of arithmetic circuits to describe
the formulas. In an arithmetic circuit, the gates are arithmetic operations, like
addition or multiplication. An overview of arithmetic circuits can be found in
[19]. We use binary encoded integers as input. Also, there is a large number of
non-standard functions which could be used to achieve a succinct representation
of an arbitrary function. Therefore, we only allow the use of addition, subtrac-
tion, multiplication, exponentiation, and division gates. Another work using a
model with the same gates is, for example, described in [5]. Another significant
property which is required for the following results is that F (x) can be evalu-
ated in polynomial time for all x. In the following, when we refer to formulas,
we implicitly mean formulas which are given as arithmetic circuits.

In this work, it is often necessary to encode a conjunctive normal form (CNF)
formula as a function G using only multiplication and subtraction such that the
SAT formula is satisfiable iff G(a) = 1 for some input a. It is known that negation
¬x can be expressed by 1 − x, a logical and x ∧ y is given by xy, and a logical
or x ∨ y is 1 − (1 − x)(1 − y).

Here, we formally define the fixed-cutoff strategy.

Definition 2 ([12]). Let A(x) an algorithm A on input x. Let t be a positive
integer. A modified algorithm At is obtained by introducing a counter T = 0.
Then, A(x) is allowed to run. Increment T after each step of A(x). If T exceeds
t reset and reinitialize A(x) with a new random seed and set T to zero. If at
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any point A(x) finds a solution, then At(x) returns this solution. Repeat these
steps until A(x) finds a solution. The integer t is called restart time. This
algorithmic approach is called fixed-cutoff strategy.

In this work, we only address fixed-cutoff strategies. Hence, whenever we
refer to restart strategies or restarts, we implicitly mean a fixed-cutoff strategy.

Let X be a discrete random variable with cdf F and let t ∈ N be an arbitrary
restart time. The expected value with restarts after t steps is denoted by E[Xt].
Luby et al. [12] showed that E[Xt] is given by

E[Xt] =
1 − F (t)

F (t)
t + E[X | X ≤ t] =

1
F (t)

(

t −
∑

x<t

F (x)

)

. (1)

They also introduced some useful bounds in their work:

Lemma 1 ([12]). Let l∗ = inft E[Xt] be the optimal expected value under
restart, then

l∗ ≤ min
t

t

F (t)
≤ 4l∗ (2)

holds.

For the rest of this work, the quotient t/F (t) is called the upper bound (of the
expected value with restarts).

3 Hardness and Inapproximability

We first focus on the upper bound t/F (t) and show that this version of the
problem is computationally hard.

Restart-upper-bound-cdf
Input: A cdf F : N �→ [0, 1] and an integer k. The cdf F is given as an

arithmetic circuit and F (t) can be evaluated in polynomial time
for every t < k. The symbolic form of F must be composed of
summation, subtraction, multiplication and division operations.

Question: Is there a restart time t such that t
F (t) < k?

Theorem 1. Restart-upper-bound-cdf is NP-complete.

Proof. We first show that Restart-upper-bound-cdf is in NP. It is easy to
see that the inequality t

F (t) < k only holds if t < k. Then, the inequality t
F (t) < k

can be verified in polynomial time since by hypothesis F can be evaluated in
polynomial time for every fixed t < k. Thus, Restart-upper-bound-cdf is in
NP.

Secondly, let G be any SAT formula with n variables. Any 0 ≤ t ≤ 2n −1 can
be interpreted as an assignment of the variables in G; this assignment is denoted
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by αt. In the following, Gα denotes the numeric value of G evaluated with the
assignment α. We define the function FG : {0, 1}n+1 �→ [0, 1]:

FG(t) =

{
t+Gαt

2n , 0 ≤ t ≤ 2n − 1
1, t ≥ 2n

(3)

The function FG(t) can be evaluated in polynomial time for all t ≤ 2n because the
division by 2n can be expressed in polynomial length with the standard binary
representation. Clearly, FG is bounded from below by zero and from above by
one. The formula FG is monotonically increasing which can be derived from the
fact that Gαt ≤ 1 + Gαt+1 holds.

Gαt ≤ 1 + Gαt+1

⇔ t + Gαt

2n
≤ t + 1 + Gαt+1

2n

What remains to be shown is that FG can be expressed with summation, subtrac-
tion, multiplication and division. Each of the two cases can clearly be expressed
with these operations, since a CNF formula can be expressed as a function as
described above. Only the case distinction has to expressed with the allowed
operations. This can be achieved with the following representation:

FG(t) =
t + Gαt

2n
· (1 − xn+1) + xn+1.

Where xn+1 is the (n + 1)-st bit of the binary representation of t. Hence, FG is
a cumulative distribution function which can be evaluated in polynomial time
for each t < 2n + 1. Let U be an unsatisfiable formula, then FU (t) = t

2n for all t
with 0 ≤ t ≤ 2n. Therefore,

t

FU (t)
= 2n

holds for all t ≤ 2n. On the other hand, let S be any satisfiable formula and let
x be any integer such that αx is a satisfying assignment of S. Then,

x

FS(x)
=

x

x + 1
2n < 2n.

A SAT instance G is satisfiable if and only if there is a t with t/FG(t) < 2n.
Therefore, Restart-upper-bound-cdf is NP-complete. ��

The version shown above is for the computation of an upper bound of the
expected value under restart. This raises the question whether the exact version
is also computationally hard. The next section addresses this problem. For this,
the used function is also allowed to use the exponentiation operation.

Restart-exact-cdf
Input: A cdf F : N �→ [0, 1] and an integer k. The arithmetic circuit of

F must be composed of summation, subtraction, multiplication,
division and exponentiation operations.

Question: Is there a restart time t such that E[Xt] < k?
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Theorem 2. The problem Restart-exact-cdf is NP-hard.

Proof. Let G and αt be defined as in the proof of Theorem 1 and define the
function FG:

FG(t) =

⎧
⎪⎨

⎪⎩

0, t < 1
1 − 2−t−Gαt−1 , 1 ≤ t ≤ 2n

1 − 2−t, t > 2n

(4)

The value of F (t) in standard binary representation is 0.11 . . . 1 with t + Gαt−1

ones in the decimal places. This can be exponential in the length of the input.
However, the value of F (t) can be encoded unambiguously by just saving the
number of ones in the decimal places. Thus, a representation of F (t) can be
computed in polynomial time. The function F is a cdf which can be verified in
the same way as in Theorem 1. We define a random variable X such that F
is the cdf of X. If U is an unsatisfiable SAT instance, then FU is a geometric
distribution with success probability 0.5. For this geometric distribution, it is
known that E[Xt] = 2 for every t ∈ N. If S is a satisfiable SAT instance and t is
an integer such that Gαt−1 = 1, then the expected value E[Xt] is at most

E[Xt] ≤ 2 · 1 − 2−t

1 − 2−t−1
< 2.

Hence, a SAT instance is satisfiable if and only if there is a t with E[Xt] < 2. ��
Instead of the cdf, it is also possible to use the pmf for both problems.

Let Restart-upper-bound-pmf and Restart-exact-pmf denote those prob-
lems. I.e., instead of a cdf the input consists of an arithmetic circuit calculating
a pmf.

Corollary 1. Restart-upper-bound-pmf and Restart-exact-pmf are
NP-hard.

Proof. Let F be a cdf which can be evaluated in polynomial time and which
is given as an arithmetic circuit. Then, p(t) = F (t) − F (t − 1) is a pmf which
can be expressed as an arithmetic circuit. This can be used as a reduction from
Restart-upper-bound-cdf to Restart-upper-bound-pmf and respectively
from Restart-exact-cdf to Restart-exact-pmf. ��

The results shown so far are for the decision whether a restart strategy
should be applied. Another important problem concerning restarts is the choice
of a good restart time. In the following, we show that restart times cannot be
approximated in polynomial time up to an arbitrary constant c unless P = NP.
To make the notion more precise: Let X be a discrete random variable and let t∗

be an optimal restart time such that the optimal expected value under restart is
E[Xt∗ ]. Then, there is no polynomial-time algorithm which finds a restart time
t such that E[Xt] ≤ c · E[Xt∗ ]. First, we show that the upper bound t/F (t) is
also inapproximable.
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Theorem 3. Let X denote a discrete random variable, p the pmf of X and
t∗

F (t∗) its optimal upper bound for the expected value under restart. Let c > 1 be
any arbitrary constant. Unless P = NP, there is no polynomial-time algorithm
A(p) such that A(p) finds a restart time t such that the upper bound t

F (t) is at

most c t∗
F (t∗) with p as input.

Proof. Let G and αt be defined as in the proof of Theorem 1. We define the
function pG:

pG(t) =

⎧
⎪⎨

⎪⎩

Gαt−1
2n+1 , 1 ≤ t ≤ 2n

1
2n+1 , t = c · 2n

0, else
(5)

The function pG is a pmf since it is non-negative for every t and sums up to
at most one. Let U be an unsatisfiable SAT instance and let FU (t) =

∑t
i=0 pU (i)

be the cdf which corresponds to pU . Let lU denote the minimum of the upper
bound t/FU (t). The value of FU (t) is greater than zero iff t ≥ c2n. Thus, the
upper bound is minimal at t = c2n:

lU = min
t

t

FU (t)
= c(2n + 1)2n.

On the other hand, let S be a satisfiable SAT instance and, again, let FS

be the cdf which corresponds to pS . Let lS denote the minimum of the upper
bound t/FS(t). The upper bound is minimal for t such that there is no x < t
with Sαx−1 = 1. Then, (2n + 1)2n bounds lS from above:

lS = min
t

t

F (t)
≤ 2n

F (2n)
≤ (2n + 1)2n.

Hence, a SAT instance G is satisfiable if and only if there is a restart time t with
t/FG(t) < c(2n + 1)2n.

Let A be a polynomial-time algorithm which takes a pmf as input such that
A(p) finds a restart time x with

x

F (x)
≤ (c − ε)min

t

t

F (t)
,

where ε is an arbitrary constant with 0 < ε < c. Consider the properties of
A(pS): The algorithm finds a restart time x such that

x

F (x)
≤ (c − ε)lS ≤ (c − ε)(2n + 1)2n < c(2n + 1)2n = lU .

As the constant c can be chosen arbitrarily, the existence of any polynomial-time
approximation algorithm implies that checking whether the predicted restart
time is less than c · 2n decides SAT in polynomial time. ��
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Corollary 2. Let X denote a discrete random variable, p the pmf of X and
E[Xt∗ ] its optimal expected value under restart. Let c > 1 be any arbitrary con-
stant. Unless P = NP, there is no polynomial-time algorithm A(p) which always
finds a restart time t such that the expected value under restart E[Xt] is at most
cE[Xt∗ ] with p as input.

The proof is analogous to the proof of Theorem 3 and is therefore omitted.

4 The Hardness of the Mean

Valiant [18] introduced the complexity class #P. The following, equivalent defi-
nition is from [20].

Definition 3 ([18], [20]). Let M be any non-deterministic Turing machine and
let accM (x) denote the number of accepting computations of M on input x. Then
#P is given by

#P = {f | f : Σ∗ �→ N such that f = accM for some polynomial time
non-deterministic Turing machine M}.

In the following, we use metric reductions as defined by Krentel.

Definition 4 ([10]). Let f , h be functions. The function f is metrically
reducible to h if and only if there are two functions g1, g2 which are computable
in polynomial time such that f(x) = g2(x, h(g1(x))).

The formal definition of #P-hardness and completeness requires Cook reduc-
tions. However, polynomial-time many-one reductions and metric reductions
both imply the existence of Cook reductions (compare [15]). Thus, the formal
definition of Cook reductions and #P-hardness is omitted. We refer the reader
to [18] for both definitions. A canonical #P -complete problem is finding the
number of satisfying assignments for a given boolean formula [18]. For the rest
of this work, this problem is called #SAT.

#SAT
Input: A boolean formula F in conjunctive normal form.
Question: What is the number of satisfying assignments for F?

In the following, #SAT(G) denotes the number of satisfying assignments of
a SAT formula G in CNF. Let A be an algorithm on some input x and let X be a
random variable describing the runtime distribution of A(x). Moorsel and Wolter
[14] showed that A(x) benefits from restarts if and only if there is a t > 0 with
E[X] < E[X − t | X > t]. Moreover, the expected runtime E[Xt] with restarts
requires the conditional mean E[X | X ≤ t] (compare Eq. 1). Hence, computing
the expected value E[X] and the conditional expected values E[X | X > t] and
E[X | X ≤ t] is an important task in the context of restarts.A relevant step
in computing the conditional expected value is calculating partial moments:
μX(N) =

∑N
i=0 iPr (X = i). This is because E[X | X ≤ N ] = μX(N)

Pr (X≤N) and
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E[X | X > N ] = E[X]−μX(N)
Pr(X>N) . More generally, the k-th partial moment μ

(k)
X (N)

is defined as:

μ
(k)
X (N) =

N∑

i=0

ik Pr (X = i).

Here, we address the computational complexity of calculating partial
moments. First, we study the complexity of computing the partial expectation
μ
(1)
X (N). To achieve a better fit to standard computational models we restrict

the allowed functions such that each cdf can easily be mapped to integers. More
precisely, only functions of the form F (i) = c(i)

M for some natural number M and
some function c : N �→ N are considered. Then, ME[X] is computed instead of
the expected value itself.

Partial-expectation-cdf
Input: An integer N , a polynomial-time function c : {0, . . . , N} �→ N

and an integer M , such that F (i) = c(i)
M is a (partial) cdf.

Question: What is the partial expectation Mμ
(1)
X (N), where F defines X.

Here, a partial cdf denotes a function which is monotonically increasing and
does not exceed 1.

Theorem 4. Partial-expectation-cdf is #P -complete with respect to met-
ric reductions.

Proof. First, we show that Partial-expectation-cdf is in #P. Note that F
has bounded support due to its definition. The partial expectation is then given
by

Mμ
(1)
X (N) = M

N∑

i=1

(1 − F (i)) =
N∑

i=1

(M − c(i)).

We design a non-deterministic polynomial time Turing machine T such that the
number of accepting computation paths of T is equal to Mμ

(1)
X (N). The Turing

machine T takes c, N , M as input. A positive integer i ∈ {0, . . . , N} is chosen
non-deterministically and c(i) is evaluated. Then, add M − c(i) accepting paths
to T which are identified by additional non-deterministic bits. For this, observe
that the difference M − c(i) is a positive number since F is a (partial) cdf. The

total number of accepting paths of T is then
N∑

i=1

(M − c(i)) = Mμ
(1)
X (N) which

shows that Partial-expectation-cdf is in #P.
Next, each c(i) is bounded by M because otherwise, F would not be a cdf.

Therefore, the computation of Mμ
(1)
X (N) is in #P. In the following, we reduce

#SAT to Partial-expectation-cdf to show the #P-hardness. Let G and αt

be defined as in the proof of Theorem 1. The function FG(t) is given by:

FG(t) =

{
(t−1)+Gαt−1

2n , 1 ≤ t ≤ 2n

1, t > 2n
(6)
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Let X be the random variable defined by FG. Here, M is equal to 2n and N is
(at most) 2n, the function c is given by c(t) = (t − 1) + Gαt−1 for t ≤ 2n and
c(t) = 2n for t > 2n. Note that μ

(1)
X (N) is equal to the expected value E[X].

Observe the value of 2nE[X]:

2nE[X] =
2n∑

i=1

2n − c(i) = 22n −
2n∑

i=1

(i − 1) + Gαi−1

= 22n − 2n−1(2n − 1) −
2n−1∑

i=0

Gαi

= 22n − 2n−1(2n − 1) − #SAT (G).

Therefore, #SAT can be metrically reduced to Partial-expectation-cdf by
encoding the SAT instance as a cdf as in FG for g1 and setting g2(G, k) to
− (

k − 22n + 2n−1(2n − 1)
)
. ��

The problem can also be defined with probability mass functions as input.

Partial-moment-pmf
Input: An integer N , a polynomial-time function c : {0, . . . , N} �→ N,

an integer k and an integer M , such that p(i) = c(i)
M is a (partial)

pmf and such that ik · c(i) is a natural number for all i.
Question: What is the partial moment Mμ

(k)
X (N), where F defines X.

Theorem 5. Partial-moment-pmf is #P-complete with respect to
polynomial-time many-one reductions.

Proof. We show that Partial-moment-pmf is in #P. The partial moment
Mμ

(k)
X (N) is given by M

∑N
i=0 ikp(i). By definition, Mikp(i) is a natural number

which can be computed in polynomial time. Therefore, Partial-moment-pmf
is in #P.

Let G and αt be defined as in the proof of Theorem 1.

pG(t) =

{
Gαt−1
2n·tk , 1 ≤ t ≤ 2n

0, else
(7)

Here, M and N are 2n and the function c(t) is given by Gαt−1
tk

. The function pG(t)
is a partial pmf since the sum

∑2n

t=1
Gαt−1
2n·tk does not exceed 1 for all positive k.

Clearly, the product tkc(t) = Gαt−1 is a natural number for all t with 1 ≤ t ≤ 2n.
The partial expectation 2nμ

(k)
X (2n) is given by

2nμ
(k)
X (2n) =

2n∑

i=1

ik · c(i) =
2n∑

i=1

Gαi−1 = #SAT(G).

Therefore, #SAT is polynomial-time many-one reducible to Partial-moment-
pmf which completes the proof. ��
We conclude that the computations required to decide E[X] < E[X − t | X > t]
and to calculate E[Xt] are #P-complete.
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5 Conclusion and Outlook

There are three major questions related to restarts in randomized algorithms:

1. Should the algorithm use a restart strategy?
2. If yes, when should it restart?
3. What is the expected runtime of the restarted process?

In this work, we evaluate the computational complexity of all three problems.
We assume that the formula of the underlying probability distribution is known.
I.e., the formula of either the probability mass function (pmf) or the cumulative
distribution function (cdf) is used as input.

Deciding whether a restart strategy should be used is NP-hard (Theorems 1,
2 and Corollary 1). Finding a good restart time is addressed for the case when
the pmf is known.

Theorem 3 and Corollary 2 show that there is no polynomial-time algorithm
which only uses the pmf and has the following properties: The algorithm com-
putes a restart time such that its corresponding expected runtime is worse by
only a constant factor compared to the best restart strategy. Lastly, an essential
step for computing the expected runtime with restarts is the computation of
the so-called partial expectation. We show that the computation of the partial
expectation is #P-complete (Theorems 4 and 5).

There are some loose ends in this work: We showed that there is no feasible
approximation algorithm for the restart time if the pmf is known. However, the
question whether there is an approximation scheme in the case when the cdf is
known remains unanswered. Furthermore, while the general problems presented
in this work are hard, there might be subclasses of problems which can be solved
in polynomial time. On the other hand, we showed that Restart-exact-cdf
is NP-hard. It would be interesting to find out more about its computational
complexity. We believe the problem could be undecidable if the support of the
cdf is unbounded.

Moreover, we assume that the formulas provided as input describe cdfs or
pmfs. Therefore, the properties proven in this work can be viewed in the context
of promise problems. In fact, it is a non-trivial task to check whether the input
formula is indeed either a cdf or a pmf.

Furthermore, to the best of our knowledge, the properties of probability dis-
tributions have not been studied before in the setting of computational complex-
ity if the distribution is known as a formula. There are other attributes which
could be analyzed, e.g., the hazard rate or the computation of quantiles.
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Abstract. A mixed dominating set (mds) of a graph G is a set S ⊆
V (G) ∪ E(G) such that every element x ∈ (V (G) ∪ E(G)) \ S is either
adjacent to or incident with an element of S. In the Mixed Dominating
Set (MDS) problem, we are given an n-vertex graph G and a positive
integer k, and the objective is to decide whether G has an mds of size at
most k. On general graphs, MDS parameterized by k is fixed-parameter
tractable, but has no polynomial kernel unless coNP ⊆ NP/Poly. In this
paper, we study the restriction of MDS to several graph classes and
establish the following results.

• On proper interval graphs, MDS is polynomial time solvable.
• On graphs that exclude Kd,d as a subgraph, MDS admits a kernel

of size O(kd).
• On split graphs, MDS does not admit a polynomial kernel unless

coNP ⊆ NP/Poly.
In addition, we show that on general graphs, MDS admits an exact algo-
rithm with running time 2nnO(1).

1 Introduction

Mixed Dominating Set (MDS) bears a close resemblance to two rather well-
studied problems in the area of graph algorithms—Vertex Cover and Dom-
inating Set—and yet diverges significantly from both these problems. (See
Table 1.) In this article, we try to further advance a study of MDS that had
previously been undertaken by three of the present authors along with Jain [14].
While self-contained, this article is meant to be a follow-up on [14], and answers
several questions left open by [14]. The reader is encouraged to peruse [14] for a
comprehensive understanding of MDS.

We first define the concept of domination in a graph, that is, what a vertex
or an edge can dominate. A vertex dominates itself, all its neighbors and all the
edges incident with it. An edge dominates its two endpoints as well as all the
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Table 1. Complexity of Vertex Cover, Dominating Set and Mixed Dominating
Set on various graph classes. Results proved in this paper are highlighted.

edges incident with either of its endpoints. A mixed dominating set (mds) of a
graph G is a set S ⊆ V (G) ∪ E(G) that dominates all vertices and edges of G,
i.e., for every x ∈ (V (G) ∪ E(G)) \ S, x is either adjacent to or incident with
an element of S. This definition raises the obvious computational question of
testing whether it is possible to dominate the entire graph with a given number
of vertices and edges. We study this problem in the frameworks of classical
and parameterized complexity. (See, for instance, [4] for the fundamentals of
parameterized algorithms.) Accordingly, the problem Mixed Dominating Set
is defined as follows.

Mixed Dominating Set (MDS) Parameter: k
Input: An undirected graph G and a non-negative integer k.
Question: Is there a mixed dominating set of size at most k in G?

Previous Work. The concept of mixed dominating set was first introduced by
Alavi et al. [1] as a generalization of matching and covering, and since then it
has been studied extensively in graph theory [2,9,12,18,19]. On the algorithms
and complexity side, Majumdar [16] showed that Mixed Dominating Set is
NP-complete on general graphs and admits a linear-time algorithm on trees.
Hedetniemi et al. [13] showed that MDS remains NP-complete on bipartite and
chordal graphs. Manlove [17] and Zhao et al. [21] showed that MDS remains
NP-complete on planar bipartite graphs of maximum degree 4 and split graphs,
respectively. Lan and Chang [15] gave a linear time algorithm for MDS on cacti.
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(A cactus is an undirected graph in which any two cycles have at most one vertex
in common.) Hatami [11] gave a factor 2 approximation algorithm for MDS on
general graphs.

Even as these results were emerging, MDS received scant attention from
the parameterized complexity community until Rajaati et al. [20] studied MDS
parameterized by the treewidth of the input graph and designed an algorithm
with running time O�(3tw(G)2).1 This was soon followed by Jain et al. [14], who
studied MDS with respect to two different parameters—the solution size k and
the treewidth of the input graph tw. They showed that MDS parameterized by
k can be solved in time O�(7.465k), and hence is fixed-parameter tractable, but
admits no polynomial kernel unless coNP ⊆ NP/poly. They also showed that
MDS parameterized by tw can be solved in time O�(6tw).

We would like to mention that MDS is equivalent to Distance 2-
Domination on the incidence graph of the input graph. As a result, MDS
when parameterized by the solution size admits (i) a linear bi-kernel on graphs
of bounded genus by the meta kernelization result of Bodlaender et al. [3], (ii) a
linear bi-kernel on any graph class of bounded expansion [7], and (iii) a pseudo-
linear bi-kernel of size f(r, ε) · k1+ε on every nowhere dense class, for some func-
tion f and any ε > 0 [8]. But, since Distance 2-Domination is W [2]-hard on
d-degenerate graphs (and hence on Kd,d-free graphs) [10], this equivalence does
not imply anything meaningful about the kernelization complexity of MDS on
Kd,d-free graphs.

Our Results and Methods. We study MDS (parameterized by k) on various
graph classes and prove the following results.

• On proper interval graphs, MDS is polynomial time solvable. We utilize the
property of proper interval graphs’ admitting a clique-partition—a partition
of the vertex set into an ordered sequence such that the graph induced by
each part is a clique, and each edge of the graph is contained within one clique
or between consecutive cliques. Then we do dynamic programming over the
clique-partition to show polynomial time solvability of MDS.

• On graphs that do not contain Kd,d as a subgraph (biclique-free graphs),
MDS admits a kernel of size O(kd). Biclique-free graphs contain well known
sparse graph classes such as graphs of bounded expansion and nowhere dense
graphs. Our kernel relies on a crucial relationship between vertex cover and
mixed dominating set, namely, if a graph G has an mds of size at most k,
then G has a vertex cover of size at most 2k.

• On split graphs, MDS does not admit a polynomial kernel unless coNP ⊆
NP/Poly. The proof is by a reduction from the Red-Blue Dominating Set
problem, parameterized by the number of red vertices.

• We use the standard branching technique to design an exact algorithm with
running time 2nnO(1) for MDS on general graphs.

1 O� notation suppresses the polynomial factor. That is, O(f(k)nO(1)) = O�(f(k)).
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2 Preliminaries

For a positive integer q, [q] denotes the set {1, 2, . . . , q}. All graphs in this paper
are simple and undirected. For a graph G, we let V (G) denote the vertex set of
G and E(G) the edge set of G. For sets X,Y ⊆ V (G), we denote by E(X,Y )
the set of edges in G that have one endpoint in X and the other in Y , and
E(X) = E(X,X). For a set E′ ⊆ E(G), we denote by V (E′) the set of vertices
that are the endpoints of the edges in E′. For a set S ⊆ V (G)∪ E(G), we define
V (S) = (S ∩ V (G)) ∪ V (S ∩ E(G)). For v ∈ V (G), NG(v) denotes the set of
neighbors of v, and NG[v] = NG(v) ∪ {v}. Similarly, for a subset V ′ ⊆ V (G),
NG(V ′) = (

⋃
v∈V ′ NG(v)) \ V ′ and NG[V ′] = NG(V ′) ∪ V ′. We write N(v)

for NG(v) when the underlying graph G is clear from the context. Also, for
V ′ ⊆ V (G), we denote by G[V ′], the subgraph of G induced by V ′. We direct
the reader to the book by Diestel [5] for any graph terminology or notations that
are not explicitly defined here.

The following observation follows directly from the definition of a mixed
dominating set, and we shall use it throughout the paper.

Observation 1. Let G be a graph and V ′ ∪ E′ be an mds of size k, where
V ′ ⊆ V (G) and E′ ⊆ E(G). Let E1 ⊆ E′. Then, (i) V ′ ∪V (E′) is a vertex cover
of G of size at most 2k, (ii) any vertex v of degree at least 2k + 1 belongs to
V ′ ∪ V (E′), (iii) V ′ ∪ (E′ \ E1) ∪ E2 is an mds of G for any E2 ⊆ E(G) with
V (E2) = V (E1), and (iv) if G is a complete graph, then V ′∪V (E′) must contain
all but one vertices of G.

Now we define a special mixed dominating set and prove that there is in fact
an optimum mds which is also a special mds.

Definition 1. A mixed dominating set V ′ ∪ E′ of a graph G, where V ′ ⊆ V (G)
and E′ ⊆ E(G) is said to be a special mixed dominating set if E′ is a matching
and V ′ ∩ V (E′) = ∅.
Observation 2. A graph G has an mds of size k if and only if G has a special
mds of size k.

Proof. Among all the k-sized mixed dominating sets of G, let S be an mds such
that |E(G) ∩ S| is minimum. We claim that S is a special mds. If S contains
two edges uv and uw, then (S \ {uv}) ∪ {v} is also an mds of size k with less
number of edges than that in S. If S contains a vertex v and an edge uv, then
(S \ {uv}) ∪ {u} is also an mds of size k with less number of edges than that in
S. In either case, we have a contradiction to the assumption. ��

3 MDS Restricted to Proper Interval Graphs Is in P

In this section, we briefly outline our strategy for proving the following theorem.
The complete proof can be found in the full version.
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Theorem 1. MDS on proper interval graphs can be solved in time O(n13),
where n is the number of vertices of the input graph.

Consider a proper interval graph G. It is known that V (G) can be partitioned
into an ordered sequence Q = (Q1, Q2, . . . , Qq) such that (i) for each i ∈ [q],
G[Qi] is a clique, and (ii) for each edge uv of G, there exists i ∈ [q] such that
either u, v ∈ Qi or u ∈ Qi, v ∈ Qi+1. Such an ordered sequence Q is called a
clique-partition of G. And given a proper interval graph G, a clique-partition G
can be computed in polynomial time. From now on, we assume that we have
found such a clique-partition Q of our input graph G.

Consider G and Q. For i ∈ [q], let Q≤i denote Q1∪Q2∪· · ·∪Qi. For an mds S
of G, and for i ∈ [q], let Si = Vi ∪Ei be the set of all vertices and edges in S that
have at least one endpoint in Q≤i. We can show that G has a minimum-sized
special mixed dominating set S = V ′ ∪ E′ with the following properties.

(PI) For every i ∈ [q − 1], |S ∩ E(Qi, Qi+1)| ≤ 1, i.e., S contains at most one
edge with one endpoint in Qi and the other in Qi+1.

(PII) For every i ∈ [q], |S ∩ Qi| ≤ 3, i.e., S contains at most 3 vertices from
Qi.

(PIII) For every i ∈ [q], |Q≤i \ {N [Vi] ∪ V [Ei]}| ≤ 1, i.e., at most one vertex in
Q≤i is not dominated by Si.

(PIV) For every i ∈ [q], |Qi \ V (Si)| ≤ 1, i.e., Qi contains at most one vertex,
say v, such that Si does not contain v or any edge incident on v.

Our goal is to find such an mds S. Now consider set of edges of Ê = E(Qi)∩S,
and the set of endpoints of Ê, V (Ê). First, since S is a special mds, Ê is a
matching. Second, consider G[V (Ê)], the clique induced on V (Ê). Let P̂ be any
perfect matching in G[V (Ê)]. Then Ŝ = (S \ Ê) ∪ P̂ is also a minimum sized
special mds of G. That is, in S, if we replace Ê with any other perfect matching in
G[V (Ê)], we will still have a minimum sized special mds of G. Finally, properties
(PI)-(PIV) imply that Qi \ V (Ê) contains at most 6 vertices.

Based on these observations, we do dynamic programming as follows. Let S,
as described above be the optimal solution that we are seeking. At stage i, we
consider the subgraph of G induced on Q≤i. As mentioned above, |Qi \ V (Ê)| ≤
6. We “guess” these six vertices. And for each such guess, we compute a partial
solution, one of which will eventually lead to S.

Remark. As an aside, we record that the complexity of MDS on interval graphs
is still open. While the vertex set of an interval graph admits an ordered partition
so that each part induces a clique, we cannot ensure that the edges are within
one clique or between consecutive cliques. For this reason, an approach similar
to the one in the algorithm above may not work.
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4 Polynomial Kernel for MDS on Kd,d-free Graphs

In this section, we show that Mixed Dominating Set admits a kernel with
O(kd) vertices on Kd,d-free graphs. A graph G is said to be Kd,d-free if G does not
contain Kd,d as a subgraph (not necessarily induced). Before focusing exclusively
on Kd,d-free graphs, we explore some structural properties of graphs that have
mixed dominating sets of size at most k, for a non-negative integer k. For a
graph G and a non-negative integer k, we define the k-induced partition of G as
follows.

Definition 2. Let G be a graph without isolated vertices and k a non-negative
integer. The k-induced partition of G is a triplet (H, I,R), where H = {v ∈
V (G) | dG(v) ≥ 2k + 1}, I = {v ∈ V (G) \ H | NG(v) ⊆ H} and R = V (G) \
(H ∪ I).

Notice the following immediate consequences of the above definition. First,
the k-induced partition is unique, and that H ∪ I ∪ R is indeed a partition of
V (G). Also, by definition, I is an independent set (i.e., E(I) = ∅) and there is no
edge in G with one endpoint in I and the other in R (i.e., E(I,R) = ∅). Finally,
it is easy to see that H must be contained in every vertex cover of G of size at
most 2k, if such a vertex cover exists. We now define what we call a k-induced
mixed dominating set.

Definition 3. Let G be a graph without isolated vertices and k be a non-negative
integer. Let (H, I,R) be the k-induced partition of G. A mixed dominating set S
of G is called a k-induced mixed dominating set if V (S) ∩ I = ∅.

The following lemma shows that if G has an mds of size at most k, then G
has a k-induced mds.

Lemma 1. Let G be a graph without isolated vertices and k a non-negative
integer. Suppose (G, k) is a yes-instance of MDS. Then G has a k-induced mds.

Proof. Let S′ be a minimum-sized mds of G. Since(G, k) is a yes-instance, by
Observation 1, we have that H ⊆ V (S′). We construct S from S′ as follows. Add
all vertices of (H ∪ R) ∩ S′ to S. Add all edges of E(G[H ∪ R]) ∩ S′ to S. For
every edge xy ∈ E(H, I) ∩ S′, where x ∈ H and y ∈ I, add x to S. For every
vertex y ∈ S′ ∩ I, add a neighbor of y to S. Then, |S| ≤ |S′| and V (S) ∩ I = ∅.
We claim that S is a mixed dominating set of G. Consider x ∈ R∪H. Note that
our construction of S ensures that if x ∈ V (S′), then x ∈ V (S) as well. Thus
S dominates H ∪ R and all edges incident with H ∪ R. Therefore, in order to
show that S is an mds of G, we only need to show that S dominates I. Consider
y′ ∈ I. Then, since S′ dominates y′, either x′y′ ∈ S′ for some x′ ∈ H, in which
case x′ ∈ S, and hence S dominates y′; or y′ ∈ S′, in which case we added a
neighbor of y′ to S, and hence S dominates y; or S′ contains a neighbor of y′,
say z′ ∈ H, in which case S contains z′ too, and hence S dominates y′. Thus S
is a minimum-sized mds of G and V (S) ∩ I = ∅. Hence, S is a k-induced mds
of G. This completes the proof of the lemma. ��
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In what follows, let (G, k) be an instance of MDS where G is a Kd,d-free
graph. Note that all isolated vertices in G must belong to any mixed dominating
set. Consequently, we apply the following reduction rule.

Reduction Rule 1: If v ∈ V (G) is an isolated vertex, then delete v from G and
decrease k by one.

From now on, we assume that G has no isolated vertices. Let (H, I,R) be
the k-induced partition of G. We now separately bound the sizes of H, R and
I in the event that (G, k) is a yes-instance. The proof of the following lemma,
which bounds |H|, follows from Observation 1.

Lemma 2. If |H| > 2k, then (G, k) is a no-instance.

Lemma 3. If |R| > 8k2, then (G, k) is a no-instance.

Proof. Assume that (G, k) is a yes-instance. Let S be an mds of G of size at most
k. We shall show that |R| ≤ 8k2. Note that V (S) is a vertex cover of G. Now,
consider the graph G[R], the subgraph of G induced by R. Then, V (S) ∩ R is a
vertex cover of G[R]. Since every vertex in R has degree at most 2k, V (S) ∩ R
can cover at most 2k|V (S) ∩ R| edges of G[R]. Since V (S) ∩ R is a vertex cover
of G[R], V (S) ∩ R covers all edges of G[R]. We thus get that |E(G[R])| ≤
2k|V (S) ∩ R| ≤ 2k|V (S)| ≤ 2k × 2k = 4k2.

Recall that Rule 1 removed all isolated vertices from G. Observe that G[R]
has no isolated vertices either. If v ∈ R were isolated in G[R], then NG(v) ⊆ H,
which then would imply that v ∈ I, a contradiction. Since G[R] has no isolated
vertices and |E(G[R])| ≤ 4k2, we have |V (G[R])| ≤ 2|E(G[R])| ≤ 8k2. ��

As Lemmas 2 and 3 show, if either |H| > 2k or |R| > 8k2, then we can
immediately conclude that (G, k) is a no-instance. This leads to the following
reduction rule.

Reduction Rule 2: Let (G, k) be an instance of MDS and let (H, I,R) be the
k-induced partition of V (G). If |H| > 2k or |R| > 8k2, then return a trivial
no-instance.

Hence from now on, we assume that |H| ≤ 2k and |R| ≤ 8k2. In order to
obtain a kernel, we now need to upper bound |I|. Towards that end, we introduce
the following reduction rule.

Reduction Rule 3: If there exist 2k +2 distinct vertices u0, u1, . . . , u2k+1 in I
such that NG(u0) = NG(u1) = · · · = NG(u2k+1), then delete u0 from G.

Lemma 4. Reduction Rule 3 is safe.

Proof. Consider u0, u1, . . . , u2k+1 ∈ I with NG(u0) = NG(u1) = · · · =
NG(u2k+1). We shall show that (G, k) is a yes-instance if and only if (G − u0, k)
is a yes-instance. Now, if (G, k) is a yes-instance, then by Lemma 1, G has a
k-induced mds, say S, of size at most k. Then u0 /∈ V (S), and hence S is an
mds of G − u0 as well.
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To see the reverse direction, assume that (G − u0, k) is a yes-instance. Then,
since dG−u0(x) ≥ 2k + 1 for every x ∈ H, (H, I \ {u0} , R) is the k-induced
partition of G−u0. By Lemma 1, G−u0 has a k-induced mds, say S′, of size at
most k. That is, V (S′)∩ (I \ {u0}) = ∅. We claim that S′ is a mixed dominating
set of G as well. Note that we only need to show that S′ dominates u0 and all
edges incident with u0. By Observation 1, we have H ⊆ V (S′). In particular,
NG(u0) ⊆ H ⊆ V (S′), and hence S′ dominates all edges incident with u0. Now,
since S′ dominates u1, and since S′ is k-induced, S′ must contain a neighbor of
u1, say v. But we have NG(u0) = NG(u1). Thus v ∈ NG(u0) ∩ S′, and hence S′

dominates u0. ��
It is easy to see that all the Reduction Rules 1–3 can be applied in polynomial

time. Assume that Reduction Rules 1–3 have been applied exhaustively. Let
(G′, k′) be the reduced instance with the k′-induced partition (H, I,R). Notice
that k′ ≤ k. We partition I into two parts as follows. Let I<d be the set of
vertices in I that have at most (d−1) neighbors and I≥d be the set of vertices in
I that have at least d neighbors. That is, I<d = {v ∈ I | |NG′(v)| ≤ d − 1} and
I≥d = I \ I<d = {v ∈ I | |NG′(v)| ≥ d}. We shall separately bound the sizes of
I<d and I≥d. Let H<d be the family of subsets of H of size at most (d − 1), i.e.,
H<d = {X ⊂ H : |H| ≤ d − 1}. Let H=d be the family of subsets of H of size
exactly d, i.e., H=d = {X ⊂ H : |H| = d}.

Observation 3. |H<d| ≤ d(2k′)d−1 and |H=d| ≤ (2k′)d.

Lemma 5. |I<d| ≤ d(2k′ + 1)(2k′)d−1 and |I≥d| ≤ (d − 1)(2k′)d.

Proof. Since Reduction Rule 3 has been applied exhaustively, for every X ∈ H<d

there exist at most 2k′+1 vertices x ∈ I<d such that NG′(x) = X. Hence, |I<d| ≤
(2k′+1)|H<d|, and then using Observation 3, we get |I<d| ≤ (2k′ + 1)d(2k′)d−1.

Note that for every x ∈ I≥d, there exists X ∈ H=d such that NG′(x) ⊇ X;
and call x and X partners of each other. Now, given Y ∈ H=d, note that Y
can have at most (d − 1) partners in I≥d. For otherwise, if Y has at least d
partners, then the graph induced on Y and all its partners contains Kd,d as a
subgraph. But this is not possible as G is Kd,d-free. Thus, every x ∈ I≥d has a
partner in H=d, and every Y ∈ H=d has at most (d − 1) partners. We thus have
|I≥d| ≤ (d − 1)|H=d| ≤ (d − 1)(2k′)d. ��

Lemma 5 shows that |I| = |I<d ∪ I≥d| ≤ d(2k′ +1)(2k′)d−1+(d− 1)(2k′)d =
(2k′)d−1(4dk′ − 2k′ + d). Thus, as k′ ≤ k, we get the following theorem.

Theorem 2. Mixed Dominating Set on Kd,d-free graphs admits a kernel
with (2k)d−1(4dk − 2k + d) + 8k2 + 2k = O(kd) vertices.

5 MDS on Split Graphs has No Polynomial Kernel

In this section, we show that MDS restricted to split graphs does not admit a
polynomial kernel unless coNP ⊆ NP/poly. The proof is by a polynomial param-
eter transformation from Red-Blue Dominating Set (RBDS), parameterized
by the number of red vertices.
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In the RBDS problem, the input is a bipartite graph G with bipartition
R∪B and a positive integer �. The objective is to test whether there exists a set
X ⊆ R of size at most � that dominates the set B, i.e., N(X) = B. Such a set
X is called a red-blue dominating set (rbds, for short) of G. This problem when
parameterized by |R| is the same as Small Universe Hitting Set, which does
not have a polynomial kernel unless coNP ⊆ NP/poly (see [6]). Thus we get the
following result from [6].

Lemma 6 ([6]). RBDS parameterized by |R| has no polynomial kernel unless
coNP ⊆ NP/poly.

We first state an auxiliary lemma, (the proof of which follows from Observa-
tion 1) and then prove the main theorem of the section.

Lemma 7. Let G be a graph and let X ⊆ V (G) be such that G[X] is a complete
graph. Let S ⊆ V (G)∪ E(G) be such that S dominates all edges of G[X]. Then,
|S| ≥ (|X| − 1)/2.

Theorem 3. MDS on split graphs does not admit a polynomial kernel, unless
coNP ⊆ NP/poly.

Proof. The proof is by a polynomial parameter transformation from the Red-
Blue Dominating Set problem, parameterized by the number of red vertices.
Consider an instance (G, �) of RBDS, where V (G) = R ∪ B. We assume that
the instance (G, �) has the following properties: (i) the set R contains an isolated
vertex, and (ii) |R| is odd and � is even. It is easy to verify that these assumptions
are safe.

We construct an equivalent instance (G′, �′) of MDS as follows. Let G′ be the
graph obtained from G by turning G[R] into a clique. That is, V (G′) = V (G) =
R ∪ B and E(G′) = E(G) ∪ {r1r2 | r1, r2 ∈ R}. Note that G′ is a split graph.
We set �′ = (|R|+ �− 1)/2. We claim that G has an rbds of size at most � if and
only if G′ has an mds of size at most �′ = (|R| + � − 1)/2.

Assume that (G, �) is a yes-instance of RBDS and let X ⊆ R be an rbds
of G of size �. Let v ∈ R be an isolated vertex in G. If v ∈ X, then replace v
with any other vertex in R \ X, which is still an rbds of G. So from now on,
we assume that v /∈ X. Now note that |R \ (X ∪ {v})| = |R| − (� + 1) is even
and G′[R \ (X ∪ {v})] is a complete graph and hence G′[R \ (X ∪ {v})] admits a
perfect matching M . Then, |M | = (|R| − � − 1)/2 and |X ∪ M | = |X| + |M | =
� + (|R| − � − 1)/2 = (|R| + � − 1)/2. We claim that X ∪ M is an mds of G′.
Note that X dominates all vertices in B, as X is an rbds of G. Since G′[R] is a
clique, X dominates all vertices of R. (In fact, any one vertex of X dominates
all of R.) The set X also dominates all edges of G′ that are incident with X.
Thus, the only elements of V (G′)∪ E(G′) that are not dominated by X are the
edges incident with R \ X, but not incident with X. Now note that, since M is
a perfect matching of G′[R \ (X ∪ {v})], we have V (M) = R \ (X ∪ {v}), and
hence M dominates all edges incident with R \ (X ∪ {v}). Notice that all the



On the Complexity of Mixed Dominating Set 271

edges incident with v and X are dominated by X. This implies that M ∪ X
dominates all edges incident with R \ X. Thus, X ∪ M is an mds of G′ of size
(|R| + � − 1)/2 = �′.

Conversely, assume that G does not have an rbds of size at most �. Let
S = V ′ ∪E′ be a minimum-sized mds of G′, where V ′ ⊆ V (G′) and E′ ⊆ E(G′).
We shall show that |S| > �′. Let S′ ⊆ S be a minimum-sized subset of S that
dominates all vertices in B. Thus, S′ consists of some vertices in R∪B and some
edges in E(R,B). Construct a set S′′ ⊆ R as follows. Add all vertices in S′∩R to
S′′. For every xy ∈ S′ ∩E(R,B), where x ∈ R and y ∈ B, add x to S′′. For every
y ∈ S′ ∩ B, add a neighbor of y to S′′. Then, |S′′| ≤ |S′| and S′′ ⊇ V (S′) ∩ R.

We claim that S′′ is an rbds of G. To see this, consider w ∈ B. We shall show
that w ∈ NG(S′′). Since S is an mds of G′, (i) either w ∈ V ′, in which case we
added a neighbor of w to S′′, and hence w ∈ NG(S′′), or (ii) S′ contains an edge
incident with w, say uw, in which case we added u to S′′, and hence w ∈ NG(S′′),
or (iii) S′ contains a neighbor (in G′) of w, say u, and then u ∈ S′ ∩ R ⊆ S′′, in
which case also w ∈ NG(S′′). Thus S′′ is an rbds of G. Because of our assumption
that G has no mds of size at most �, we have � < |S′′| ≤ |S′|.

Now consider the subgraph G′[R \ S′′] of G′. Note that G′[R \ S′′] is a clique
and none of its edges are dominated by S′, because S′′ ⊇ V (S′)∩R. Equivalently,
(since S is an mds of G′,) all edges of the clique G′[R \ S′′] are dominated by
S \ S′. Therefore, by Lemma 7, |S \ S′| ≥ (|R \ S′′| − 1)/2 = (|R| − |S′′| − 1)/2.
Hence,

|S| = |S′| + (|R| − |S′′| − 1)/2
≥ |S′| + (|R| − |S′| − 1)/2 (because |S′′| ≤ |S′|)
= (|R| + |S′| − 1)/2
> (|R| + � − 1)/2 (because |S′| ≥ |S′′| > �)
= �′.

That is |S| > �′. This completes the proof of the lemma. ��

6 Exact Exponential Time Algorithm for MDS

In this section, we design an exponential time algorithm that computes the size
of a minimum mixed dominating set of an n-vertex graph in time 2nnO(1). The
problem is formally defined as follows.

Minimum Mixed Dominating Set (Min MDS)
Input: An undirected graph G.
Output: The size of a minimum mixed dominating set of G.

Let G be an n-vertex graph. In light of Observation 2, in order to find a
minimum-sized mds of G, we can restrict the search space to the collection
of all special mixed dominating sets of G. Moreover, by Observation 1 (iii) if
S = V ′∪E′ is a special mixed dominating set of G, then for any arbitrary perfect
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matching E′′ of G[V (E′)], V ′ ∪ E′′ is a special mixed dominating set of size |S|.
Hence, to test whether G has an mds of size �, it is enough to check the existence
of a partition (V1, V2, V3) of V (G) such that |V1| + |V2|

2 = � and V1 ∪ E2 is an
mds of G, where E2 is an arbitrary perfect matching in G[V2]. Thus, our search
space here is the collection of all partitions of V (G) into at most three parts,
which is upper bounded by 3n. Now by checking if each partition corresponds to
a special mds of G, (which can be done in polynomial time because a maximum
matching can be found in polynomial time), and by finding the minimum-sized
one among the special mixed dominating sets, we get the required result.

Our goal here is to design a faster exponential time algorithm. We now state
the following two lemmas that form the basis of our algorithm. Their proofs can
be found in the full version.

Lemma 8. Let S = V ′ ∪ E′ be a minimum-sized special mixed dominating set
of a graph G, where V ′ ⊆ V (G) and E′ ⊆ E(G). Let G′ be the subgraph of
G induced by V (G) \ V (E′). Let V ′′ be the set of isolated vertices in G′. Then
V ′′ ⊆ V ′ and V ′ \ V ′′ is a minimum-sized vertex cover of G′. Moreover, for any
vertex cover U of G′, U ∪ V ′′ ∪ E′′ is a mixed dominating set of G, where E′′ is
any perfect matching in G[V (E′)].

Lemma 9. There is an algorithm that, given an n-vertex graph G, runs in time
2nnO(1) and outputs a minimum vertex cover of G[U ] for every U ⊆ V (G). That
is, the algorithm outputs 2n minimum vertex covers, one for each G[U ], where
U ⊆ V (G).

We are now ready to describe our algorithm for Min MDS.
Algorithm for Min MDS
Step 1. Run the algorithm in Lemma 9 on G and let M [X] be the value

returned by the algorithm for X ⊆ V (G).
Step 2. For each X ⊆ V (G), do the following.

• Let GX = G−X, and let IX be the set of isolated vertices in GX .
• If G[X] has a perfect matching, then set val(X) := |X|/2+ |IX |+

M [X]; otherwise, set val(X) := ∞.
Step 3. Return minX⊆V (G) val(X).

The correctness of the algorithm follows from Lemma 8. As for the running
time of the algorithm, note that each of step 1 and step 2 takes time 2nnO(1).
Hence our algorithm runs in time 2nnO(1). We thus have the following result.
Theorem 4. Min MDS on a n-vertex graph can be solved in time 2nnO(1).

7 Conclusion

In this paper, we studied the complexity of Mixed Dominating Set on
restricted graph classes and answered several questions left open by previous
works. While we showed that MDS is polynomial time solvable on proper inter-
val graphs, the complexity status of MDS on interval graphs is still unknown,
and is worth investigating. Another open question is to improve the size of the
kernel for MDS on Kd,d-free graphs or prove a matching lower bound.
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Abstract. We show that the uniform Constraint Satisfaction Problem
(CSP) parameterized by the size of the solution is in W[1] (the problem
is W[1]-hard and it is easy to place it in W[3]). Given a single “free” ele-
ment of the domain, denoted by 0, we define the size of an assignment as
the number of variables that are mapped to a value other than 0. Named
by Kolaitis and Vardi (2000), uniform CSP means that the input con-
tains the domain and the list of tuples of each relation in the instance.
Uniform CSP is polynomial time equivalent to homomorphism problem
and also to evaluation of conjunctive queries on relational databases. It
also has applications in artificial intelligence.

We do not restrict the problem to any (finite or infinite) family of rela-
tions. Marx and Bulatov (2014) showed that Uniform CSP restricted
to some finite family of relations (thus with a bound on the arity of
relations) and over any finite domain is either W[1]-complete or fixed
parameter tractable.

We then prove that the parameterized subset sum problem with
weights bounded by nk is in W[1]. Abboud et al. (2014) have already
proved it, but our proof is much shorter and arguably more intuitive.

Lastly, we study the weighted CSP over the Boolean domain, where
each variable is assigned a weight, and given a target value, it should be
decided if there is a satisfying assignment of size k (the parameter) such
that the weight of its 1-variables adds up to the target value. We prove
that if the weights are bounded by nk, then the problem is in W[1].

Our proofs give a nondeterministic RAM program with special prop-
erties deciding the problem. First defined by Chen et al. (2005), such
programs characterize W[1].

1 Introduction

The Constraint Satisfaction Problem (CSP) is a fundamentally important prob-
lem in computer science, that can express a large number of problems in artificial
intelligence and operational research [16]. An instance I of CSP is specified by a
finite domain D, a set of relations over domain D, a set V of variables, and a set
of constraints C of the form R(x1, . . . , xr), where R is one of the relations with
arity r ≥ 1 and x1, . . . , xr ∈ V . An assignment to a set of variables S ⊆ V is a
mapping from S to D. An assignment to the set of variables of a constraint satis-
fies the constraint if evaluating the tuple of variables of the constraint according
c© Springer Nature Switzerland AG 2019
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to the assignment, gives a tuple in the corresponding relation. An assignment
to V is a satisfying assignment of I, if it satisfies all the constraints in I. When
seen as a decision problem, the question in CSP is whether the given instance
has a satisfying assignment.

Kolaitis and Vardi [10] made a distinction between nonuniform CSP, where
the domain and the family of relations are fixed, and uniform CSP, where the
input contains the domain and the list of tuples of each relation in the instance.
They showed that uniform CSP is polynomial time equivalent to evaluation of
conjunctive queries on relational databases. Feder and Vardi [8] observed that
uniform CSP (which had already applications in artificial intelligence) and the
homomorphism problem are polynomial time equivalent.

We study uniform CSP in the settings of parameterized complexity. Given
a single “free” element of the domain, denoted by 0, we define the size of an
assignment as the number of variables that are mapped to a value other than 0.
The Parameterized Size CSP is defined as follows:

p-Size-CSP
Instance: A domain D including 0, a set of variables V , a set of

constraints, list of tuples of each relation, and k ≥ 0.
Parameter: k.
Problem: Decide whether there is a satisfying assignment of size k.

Many parameterized problems ask, given a structure A (on universe A), if there
is a set S ⊂ A of a given cardinality (the parameter) such that the substruc-
ture induced by S has a special property. Many of these problems can be
readily reduced to p-Size-CSP, such that the size parameter in the resulting
p-Size-CSP instance has the same value as the cardinality of the set looked for.
A good example is p-Clique, which, given an instance (G, k), asks if Graph G
has a clique of size k. Another example is p-Vertex-Cover. These problems, how-
ever, can be expressed with p-Size-CSP restricted to a finite family of relations.
To capture the full expressiveness of p-Size-CSP on Boolean domain, we intro-
duce the following problem which is fixed parameter equivalent to p-Size-CSP:

p-W-Hypergraphs-Hitting-Set
Instance: A set W , hypergraphs (V1, E1), . . . , (Vm, Em) where Vi ⊆ W ,

and k ≥ 0.
Parameter: k.
Problem: Decide whether there is a set S ⊂ W of cardinality k such that

S ∩ Vi ∈ Ei for 1 ≤ i ≤ m.

Our main contribution is the following containment theorem:

Theorem 1. p-Size-CSP ∈ W[1].

Corollary 1. p-W-Hypergraphs-Hitting-Set∈ W[1].



Uniform CSP Parameterized by Solution Size is in W[1] 277

We prove the theorem by giving a tail-nondeterministic κ-restricted NRAM pro-
gram (explained in the next section) deciding the problem. The significance of
our containment result is that it is for the general problem, without restricting
it to any (finite or infinite) family of relations.

Our work builds upon the work of Cesati [3], which, answering a longstanding
open problem, proved that p-Perfect-Code is in W[1]. Downey and Fellows
[7] had already shown that this problem is W[1]-hard and had conjectured that
it either represents a natural degree intermediate between W[1] and W [2], or
is complete for W [2]. There is a natural reduction from p-Perfect-Code to
p-Exact-WSat(CNF+), and the proof of [3] can be readily adapted to decide
the latter problem. This problem is to decide, given a CNF without negation
symbols and a natural number k, whether there is an assignment of size k, such
that exactly one variable in each clause is mapped to 1. This can be seen as
p-Size-CSP restricted to a specific (infinite) family of Boolean relations, where
a tuple is in a relation, if and only if the tuple has exactly one 1 (this implies that
p-Size-CSP is W[1]-hard). Notice that because we do not restrict the problem
to any family of relations, our result generalizes that of Cesati in at least three
ways: Size of the tuples in the relations are not bounded, the (Boolean) relations
do not need to be symmetric (symmetric means that a tuple being in the relation
depends only on the number of 1s in the tuple), and an instance can have any
finite domain.

In fact, p-Exact-WSat(CNF+) is an example of an interesting special case
of our containment result: p-Size-CSP restricted to any (infinite) family of sym-
metric Boolean relations, provided that there is a bound on the size of the tuples
of any relation in the family. Notice that the bound implies that the number of
tuples of each relation is bounded by a polynomial in the arity of the relation.
Thus, listing all the tuples in the input makes the size of input at most poly-
nomially bigger, and uniform and nonuniform CSP in this case have the same
complexity.

It is not hard to see that p-Size-CSP over the Boolean domain is in W[3],
by reducing it to the parameterized weighted satisfiability problem for a class
of circuits with bounded depth and weft 3: one for the conjunction of all con-
straints in the instance, one for the disjunction of all satisfying assignments of
each constraint, and one to specify each satisfying assignment of a constraint. So
what is the significance of placing a problem from (at least) W[3] down to W[1]?
First, although it is a fundamental conjecture that W[1]-complete problems are
not fixed-parameter tractable, many of them can still be solved substantially
faster than exhaustive search over all

(
n
k

)
subsets. For example, [13] gives an

O(n.793k) time algorithm for p-Clique. In contrast, the W[2]-complete prob-
lem p-Dominating-Set, was shown by [15] not to have such algorithms, unless
Sat(CNF) has an O(2δn) time algorithm for some δ < 1, which is an important
open problem. Second, we can express the problems in W[1] by a logic that is
(conjectured to be) a proper subclass of any logic that can express the prob-
lems in W[3] (see [9]). This means that putting a problem in W[1] decreases the
descriptive complexity of the problem.
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It is easy to see that p-Size-CSP restricted to some finite family of relations
(implying the arity of relations is bounded) is in W[1]. Notice that listing the
tuples of all relations in the input adds just a constant to the size of input.
Thus, uniform and nonuniform CSP in this case have the same complexity.
These problems are studied by Marx [12], where he provides a dichotomy: If
the family of relations has a property that he calls weak-separability, then the
problem is fixed-parameter tractable (like p-Vertex-Cover), otherwise it is W[1]-
complete (like p-Clique). This result is extended by Bulatov and Marx [2] to
any finite domain.

There is a variant of CSP on the Boolean domain where the variables are
weighted. That is, each instance comes with a weight function over the variables
and a target value. It should be decided if there is an assignment that satisfies
the constraints and the weights of its 1-variables add up to the target value.
Special cases of this variant are studied in the literature. For example, [5,6,18]
study the parameterized problem of finding a clique in a weighted graph, where
the parameter is the target value.

In studying this kind of problems, one is in some way dealing with Subset-
Sum. For every computable function f : N → N we let:

p-Subset-Sum(f)
Instance: k ≥ 0, n integers x1, . . . , xn ∈ [0, nf(k)], t ∈ [0, nf(k)].

Parameter: k.
Problem: Decide whether there exists a subset B ⊂ [n] of size

|B| = k such that
∑

i∈B xi = t.

Theorem 2. p-Subset-Sum(f) ∈ W[1], for all computable functions f .

Our proof gives a tail-nondeterministic κ-restricted NRAM program deciding the
problem. Abboud, Lewi and Williams [1] have also proved this theorem. Given
an instance of the problem, they generate g(k) · no(1) instances of p-Clique
on n node graphs, such that one of these graphs contains a k-clique if and
only if the p-Subset-Sum instance has a solution. The proof follows because
p-Clique is W[1]-complete. Our proof is considerably shorter and arguably more
intuitive. They also prove that the weighted variant of p-Clique is in W[1].
Notice that here the parameter is the size of the clique, thus it is a substantially
weaker parameterization than that of [5,6,18]. Generalizing this problem in the
language of CSP, for every computable function f : N → N, we introduce the
Parameterized Weighted CSP:

p-WCSP(f)
Instance: A set of variables V , the domain {0, 1}, a set of constraints,

list of tuples of each relation, k ≥ 0,
w : V → [0, nf(k)], t ∈ [0, nf(k)].

Parameter: k.
Problem: Decide whether there is a satisfying assignment B of size

|B| = k, such that
∑

(v,1)∈B w(v) = t.
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where n is the size of the input.

Theorem 3. p-WCSP(f) ∈ W[1], for all computable functions f : N → N.

The proof employs our proofs of Theorems 1 and 2.
For the basic concepts, definitions and notation of parameterized complexity

theory, we refer the reader to [9].

Notation. For integers n, m with n ≤ m, we let [n,m] := {n, n+1, . . . ,m} and
[n] := [1, n].

2 A Machine Characterization of W[1]

We use a nondeterministic random access machine model. It is based on a stan-
dard deterministic random access machine (RAM) model. Registers store non-
negative integers. Register 0 is the accumulator. The arithmetic operations are
addition, subtraction (cut off at 0), and division by two (rounded off), and we
use a uniform cost measure. For more details see [9]. We define a nondetermin-
istic RAM, or NRAM, to be a RAM with an additional instruction “GUESS”
whose semantics is:

Guess a natural number less than or equal to the number stored in the
accumulator and store it in the accumulator.

Acceptance of an input by an NRAM program is defined as usually for non-
deterministic machines. Steps of a computation of an NRAM that execute a
GUESS instruction are called nondeterministic steps.

Definition 1. Let κ : Σ∗ → N be a parameterization. An NRAM program P is
κ-restricted if there are computable functions f and g and a polynomial p(X)
such that on every run with input x ∈ Σ∗ the program P

– performs at most f(k) · p(n) steps, at most g(k) of them being nondetermin-
istic;

– uses at most the first f(k) · p(n) registers;
– contains numbers ≤ f(k) · p(n) in any register at any time.

Here n := |x|, and k := κ(x).

Definition 2. A κ-restricted NRAM program P is tail-nondeterministic if there
is a computable function q such that for every run of P on any input x all
nondeterministic steps are among the last q(κ(x)) steps of the computation.

The machine characterization of W[1] reads as follows:

Theorem 4 ([4]). Let (Q,κ) be a parameterized problem. Then (Q,κ) ∈ W[1] if
and only if there is a tail-nondeterministic κ-restricted NRAM program deciding
(Q,κ).
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3 Partially Ordered Sets

The Möbius function of a poset (P,≤) is a function μ : P × P → Z defined
recursively as follows.

μ(x, y) =

⎧
⎪⎨

⎪⎩

1 x=y,

−∑
x≤z<y μ(x, z) x < y,

0 x > y.

Theorem 5 (Möbius inversion formula). Let (P,≤) be a finite partially
ordered set with a minimum element. For functions f, g : P → Z, suppose that

g(x) =
∑

y≤x

f(y).

Then
f(x) =

∑

y≤x

g(y)μ(y, x). (1)

Furthermore, there is a computable function h : N → N such that

|f(x)| ≤ h(t) max
x

|g(x)| for all x, (2)

where t is the maximum size of any interval in P .

Proof. See [17] for a proof of the first claim. For the bound, it is easy to see that
there is a computable function h′ : N → N such that

max
x,y

|μ(x, y)| ≤ h′(t). (3)

Thus, f(x) ≤ t h′(t) maxx|g(x)| for all x. Set h(t) := t h′(t) and the claim
follows.

Let (P,≤) be a poset, and x, y ∈ P . We say y covers x if x < y and there is no
element z ∈ P such that x < z < y. Let Q ⊆ P . We denote by Q̃ (with respect
to P ) the set of all y ∈ P , such that y 	∈ Q and y covers some x ∈ Q.

Lemma 6. Let (P,≤) be a poset and suppose Q ⊆ P and y ∈ P . Then y 	∈ Q if
and only if all maximal elements of {w ∈ Q ∪ Q̃|w ≤ y} are in Q̃.

Proof. Suppose y 	∈ Q. If y ∈ Q ∪ Q̃, then clearly y ∈ Q̃ and the claim follows.
Otherwise, let x < y be a maximal element of {w ∈ Q ∪ Q̃|w ≤ y}. There is
at least one z ∈ P such that z ≤ y and z covers x. Now, if x ∈ Q, then either
z ∈ Q or z ∈ Q̃, thus z ∈ {w ∈ Q ∪ Q̃|w ≤ y}, contradicting the maximality of
x. Therefore, x ∈ Q̃.

The other direction is implied by the trivial fact that if y ∈ Q, then y is the
maximum element of {w ∈ Q ∪ Q̃|w ≤ y}.
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4 p-Size-CSP is in W[1]

In this section we present a tail-nondeterministic κ-restricted NRAM program
Q that decides p-Size-CSP. Given an instance I0 of the problem with the set
of variables V and parameter value k, our program first constructs a second
instance I with the same set of variables and the same parameter value, such
that I0 and I have the same set of satisfying assignments of size ≤ k, and I
has the following properties. Each variable appears in each constraint at most
once, and for each subset S ⊆ V , there is at most one constraint with this set
of variables, thus each constraint is characterized by its set of variables. This
construction, invented by Papadimitriou and Yannakakis [14], is as follows.

Henceforth, we characterize an assignment A with the set of all (v, d), such
that v is mapped to d and d 	= 0.

Fix an order on V . For each subset S ⊆ V , if I0 has a constraint such that the
set of variables of the constraint is exactly S (possibly with repetitions), then I
has Relation RS of arity |S| and Constraint CS defined as follows. An assignment
A of S satisfies CS if and only if |A| ≤ k and A satisfies every constraint C in I0,
such that the set of variables of C is exactly S (possibly with repetitions). The
order of variables in CS is determined by the order on V . Relation RS is defined
accordingly. Notice that there is a natural bijective mapping of the tuples in RS

to the satisfying assignments of CS .
Program Q, in its nondeterministic part, guesses an assignment and checks

if it satisfies all the constraints of I. But because Q is tail-nondeterministic κ-
restricted, we need some method, explained below, instead of trivially going over
all constraints.

For a constraint CS in I, let CS be the set of all satisfying assignments of CS ,
and PS be the set of all possible assignments of S. Clearly, CS ⊆ PS . Thus, we
define C̃S with respect to Poset (PS ,⊆).

Define
C̃ :=

⋃

CS∈I

C̃S ,

and for each T ∈ C̃ define

IT := {CS ∈ I|T ∈ C̃S}.

For each T in C̃ and each CS ∈ IT , let HT,S be the set of proper supersets of T
in CS :

HT,S := {U ∈ CS |T ⊂ U}.

Lemma 7. Let B be an assignment. If B does not satisfy I, then there is a
TB ∈ C̃ such that if B does not satisfy some CS ∈ ITB

(and there is at least one
such constraint), then HTB ,S = ∅.

Proof. If B does not satisfy I, then set TB to an element of maximal size in C̃,
such that at least one constraint CS ∈ ITB

is not satisfied by B. By applying
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Lemma 6 to Poset (PS ,⊆), CS and B (restricted to S), it follows that all the
maximal elements (with respect to inclusion) of {U ∈ CS ∪C̃S |U ⊆ B} are in C̃S ,
and TB is one of them, otherwise some T ∈ C̃S , TB ⊂ T is a maximal element,
contradicting that TB has maximal size. This means that HTB ,S = ∅.

Lemma 7 implies that Program Q has to just check for any T ∈ C̃, T ⊆ B,
that for every CS ∈ IT , there is a U ∈ CS that T ⊂ U ⊆ B. But Q does not
have enough time to go over all constraints in IT , so the idea is to enumerate all
T ⊂ U ⊆ B and use some machinery that (implicitly) adds 1 for each constraint
that passes the check and 0 for each constraint that fails, to get a number that
equals |IT | iff the check is passed for T . This is not simple, because the same
U can be a superset of T in many constraints, and T can have many supersets
in one constraint. In an earlier work [11], we applied the inclusion-exclusion
principle as the machinery, but with a limited success. In the current paper, we
will use the Möbius inversion formula. In fact the Inclusion-Exclusion principal
can be proved by Möbius inversion formula [17], thus can be seen as a special
case of it.

We define the function fT,S : HT,S → Z recursively, subject to
∑

W⊆U

fT,S(W ) = 1, (4)

for all U ∈ HT,S . Applying Theorem5 to Poset (HT,S ,⊆) and fT,S , it follows
that fT,S is evaluated by Möbius inversion formula (1).

Lemma 8. Let B be an assignment. If B satisfies I then for each T ∈ C̃,
∑

CS∈IT

∑

W∈HT,S

W⊆B

fT,S(W ) = |IT |.

If B does not satisfy I, then
∑

CS∈ITB

∑

W∈HTB,S

W⊆B

fTB ,S(W ) < |ITB
|. (5)

Proof. If B satisfies a constraint CS , then for all T ∈ C̃S , T ⊂ B, it is clear that
B is the maximum element of {W ∈ HT,S |W ⊆ B}, with respect to inclusion.
Thus, by (4), the inner summation equals 1.

Now, if B satisfies I, then clearly B satisfies all CS ∈ IT for each T ∈ C̃, and
the outer summation equals |IT |. And if B does not satisfy I, then by Lemma 7,
for any constraint CS ∈ ITB

that is not satisfied by B, the inner summation is
empty and equals 0. Thus the outer summation is < |ITB

|.
Now, apply the Fubini’s Principle to swap the summations:

∑

W∈⋃
CS∈IT

HT,S

W⊆B

∑

CS∈IT

fT,S(W ).
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Program Q evaluates the inner summation in its deterministic part and the outer
summation in its nondeterministic part, for all T ∈ C̃.

Now we are ready for our main theorem:

Theorem 9. p-Size-CSP ∈ W[1].

Proof. We give a tail-nondeterministic κ-restricted NRAM program Q deciding
the problem. The result follows by Theorem 4. Let I0 be the given instance with
the set of variables V and the parameter value k. Program Q first constructs
Instance I from Instance I0 as described above. This can easily be done in
polynomial time.

Next, Q calculates two tries:

– Trie 1 stores the values d[T ] := |IT | for all T ∈ C̃.
– Trie 2 stores the values

l[T,W ] :=
∑

CS∈IT

fT,S(W ), (6)

for every T ∈ C̃, and every W ∈ ⋃
CS∈IT

HT,S (if W 	∈ HT,S , then we extend
fT,S to fT,S(W ) := 0).

For the queries with nonexistent keys, 0 is returned.
Now the nondeterministic part of the computation starts: Program Q guesses

an assignment B of size k. Then Q iterates over subsets T ⊆ B, and if d[T ] > 0,
checks if ∑

T⊂W⊆B

l[T,W ] = d[T ]. (7)

By our argument above, it should be clear that Q decides p-Size-CSP.
We claim that each Trie has at most polynomially many entries. This is

because the problem is uniform (of size, say, n), and the input contains the list
of tuples of each relation in I0. Thus, we have |CS | ≤ n and |C̃S | ≤ |S||D|(|CS |+
1) ≤ n3.

We also claim that fT,S is an fpt-function. This is because by construction
of I, for all constraints C ∈ I, for all W ∈ C, we have |W | ≤ k. This implies that
the size of an interval in HT,S is at most 2k, and the claim follows by (4) and
Theorem 5.

The above claims imply that the tries can easily be populated in fpt-time.
Lastly, we show that Program Q is tail-nondeterministic κ-restricted. This

is because the tries are arranged such that for all assignments T,U of size ≤ k,
the query with key T or T,U is answered in O(k) time (a general property of
the trie data structure). Moreover, the summation in Check (7) has at most 22k

summands. This completes the proof.

5 p-WCSP and p-Subset-Sum are in W[1]

In this section we prove that p-WCSP and p-Subset-Sum are in W[1].
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Theorem 10. p-Subset-Sum(f) ∈ W[1], for all computable functions f .

Proof. For an integer a ∈ [0, nf(k)], define numbers āj ∈ [0, n−1] for j ∈ [0, f(k)]
as a =

∑
j∈[0,f(k)] ā

j nj (this is presentation of a in base n, thus āj are unique).
For a fixed f , we present a tail-nondeterministic κ-restricted program P

deciding p-Subset-Sum(f). On input x1, . . . , xn, t, Program P first computes
two tables. Table 1 stores the values x̄j

i for i ∈ [n] and j ∈ [0, f(k)], and Table 2
stores the values t̄j for j ∈ [0, f(k)]. The tables are arranged in such a way that
the numbers can be accessed in constant time. The tables can be easily computed
in polynomial time.

Now the nondeterministic part of the computation starts: Program P guesses
k elements in [n] and checks if they are distinct. Let B be the set of guessed
elements. Then, for j ∈ [0, f(k)], Program P divides cj−1 +

∑
i∈B x̄j

i by n, sets
cj as the quotient (c−1 := 0) and checks if the remainder equals t̄j . Finally, P
checks if cf(k) = 0.

Notice that cj ≤ k + 1 for j ∈ [0, f(k)], and P can perform each division
operations with O(k) of its arithmetic operations. Thus, the number of steps
in the nondeterministic part is O(kf(k)), and Program P is κ-restricted tail-
nondeterministic.

Theorem 11. p-WCSP(f) ∈ W[1], for all computable functions f : N → N.

Proof. We present a tail-nondeterministic κ-restricted program H deciding the
problem. Let Q be the program that decides p-Size-CSP, and P be the program
that decides p-Subset-Sum(f), as described in the proofs of Theorems 9 and 10,
respectively. H first performs the deterministic part of Q and then that of P .
Then, H performs the nondeterministic part of P : it guesses an assignment B of
size |B| := k and checks if weights of variables in B add up to t. If no, then this
nondeterministic branch rejects. If yes, then H performs the nondeterministic
part of Q, omitting the guessing step, to check if B is a satisfying assignment. If
yes, then H accepts. The number of steps in the nondeterministic part of H is
bounded by the sum of that of Q and P . Thus, Program H is κ-restricted and
tail-nondeterministic.

Acknowledgment. The author thanks Johannes Köbler, Frank Fuhlbrück, and Amir
Abboud for helpful discussions.
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Abstract. An edge Hamiltonian path of a graph is a permutation of
its edge set where every pair of consecutive edges have a vertex in com-
mon. Unlike the seemingly related problem of finding an Eulerian walk,
the edge Hamiltonian path is known to be a NP-hard problem, even
on fairly restricted classes of graphs. We introduce a natural optimiza-
tion variant of the notion of an edge Hamiltonian path, which seeks the
longest sequence of distinct edges with the property that every consec-
utive pair of them has a vertex in common. We call such a sequence of
edges an edge-linked path, and study the parameterized complexity of
the problem of finding edge-linked paths with at least k edges. We show
that the problem is FPT when parameterized by k, and unlikely to admit
a polynomial kernel even on connected graphs.

On the other hand, we show that the problem admits a Turing kernel
of polynomial size. To the best of our knowledge, this is the first prob-
lem on general graphs to admit Turing kernels with adaptive oracles
(for which a non-adaptive kernel is not known). We also design a single-
exponential parameterized algorithm for the problem when parameter-
ized by the treewidth of the input graph.

Keywords: FPT · Turing kernelization · Edge Hamiltonian cycle

1 Introduction

An edge Hamiltonian path of a graph is a permutation of its edge set where every
pair of consecutive edges have a vertex in common. The notion is a classical
one, well-studied in the context of structural graph theory, and more recently,
has received attention from the computational perspective as well. Unlike the
seemingly related problem of finding an Eulerian walk, the edge Hamiltonian
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path is known to be a NP-hard problem, even on fairly restricted classes of
graphs such as bipartite graphs and graphs of maximum degree three [1,11,13].

We introduce a natural optimization variant of the notion of an edge Hamil-
tonian path, which is the following: what is the longest sequence of distinct edges
with the property that every consecutive pair of them has a vertex in common?
Note that this subsumes the question of finding an edge Hamiltonian path as a
special case, and therefore the classical hardness of the problem follows imme-
diately. For ease of discussion, we use the phrase “edge-linked paths” to refer to
sequences of distinct edges that have the property of every consecutive pair of
edges having a common vertex between them. We use the abbreviation LELP
to refer to the problem of finding the longest edge-linked path.

It turns out that studying LELP from a parameterized perspective leads to
interesting new algorithms for the problem. There are two natural parameters
that emerge for LELP: the first is the standard parameter, which is the length
of the edge sequence, and the second is the treewidth of the input graph. The
treewidth parameter turns out to be useful also in the context of the original
edge Hamiltonian path problem, see, for instance [12]. In this contribution, we
establish the following results:

– LELP is FPT when parameterized by either the standard parameter or the
treewidth. In particular, for the treewidth parameter, we demonstrate a single
exponential algorithm for this problem.

– We argue that the problem is unlikely to admit a polynomial kernel with the
standard parameter, even when the graph is connected. On the other hand,
we show that the problem does admit a Turing kernel of polynomial size.

We remark here that our demonstration of a Turing kernel is particularly
interesting, since our algorithm is based on oracle queries made in an adaptive
fashion. Recall that a Turing kernel is a polynomial time algorithm that can
solve the problem with access to an oracle for the problem, operating under the
constraint that the oracle can only answer queries for small instances. The size
of the largest instance on which we invoke the oracle is the “size” of the Turing
kernel. Turing kernels are central to the study of problems that are unlikely
to admit polynomial kernels, and yet, they have been demonstrated for only
a small number of problems. Further, most Turing kernels work by producing
polynomially many instances of bounded size without using the oracle at all1.
Indeed, only a few Turing kernels are known that take full advantage of the
oracle framework. These include the problems of finding long paths and cycles
on restricted classes of graphs [9,10] and the weighted independent set problem
on bull-free graphs [14]. Our contribution adds a natural problem to this limited
list of problems known to admit Turing kernels using oracles in an adaptive
fashion. To the best of our knowledge LELP is the first problem on general

1 These instances typically have the property that the input instance is a Yes-instance
if and only if one of these instances is a Yes-instance: therefore, the oracle can be
applied to each instance in turn to solve the problem.
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graphs to admit Turing kernels using adaptive oracles (for which a non-adaptive
kernel is not known).

Apart from the standard parameter and treewidth, we also consider a nat-
ural “above-guarantee” parameter. Note that the maximum degree of a graph
provides an easy lower bound on the length of a longest edge-linked path, since
one has the sequence of edges incident on the vertex with the largest degree.
Therefore, an interesting question to ask is if there is an edge-linked path of
length at least Δ(G) + k′, where Δ(G) denotes the maximum degree of G. This
is an example of an above-guarantee parameter, where the parameter signifies
the length of the path that is possible beyond what is structurally guaranteed
to exist. We show that LELP is also FPT by this parameterization.

Methodology. It is quite straightforward to observe that LELP is FPT when
parameterized by the standard parameter k. One method is to find a path of
length k in the line graph of the input graph. Another approach, for instance,
would be to observe that we can say Yes if either the depth of a DFS traversal
exceeds k, or if there is a vertex of degree at least k, since any usual path is
also an edge-linked path, and a vertex of degree k naturally corresponds to an
edge-linked path of length k. If both of these cases do not arise, then the size
of the graph is easily seen to be bounded as a function of k. In fact it is known
that if the depth of the DFS tree is at most k, then the treewidth of the graph
is at most k − 1. We propose an efficient algorithm parameterized by treewidth,
using techniques based on representative families. In particular, our main result
in this context is the following.

Theorem 1. Let G be an n-vertex graph given together with its tree decom-
position of width tw. Then LELP can be solved in time O

( (
1 + 2(ω+3)

)tw

twO(1) · nm
)
where m = |E(G)|, and ω is the matrix-multiplication exponent.

In the context of kernelization, we begin by observing that the problem is
unlikely to admit a polynomial kernel with the standard parameter, by a stan-
dard application of the disjoint union construction. However, the graphs obtained
by this construction are not connected, so we establish, using an explicit cross-
composition, the hardness of kernelization for connected graphs. On the other
hand, we also establish a polynomial-size Turing kernel for the problem. The
algorithm we propose makes use of Tutte decompositions, which are tree decom-
positions that have additional properties—most notably that the torsos of the
bags are 3-edge-connected. In this context, we are able to exploit the fact that
such graphs are known to admit large Eulerian subgraphs [2], which imply the
existence of long edge-linked paths. Therefore, if the Tutte decomposition of the
given graph has a large bag, then we already have a Yes-instance on our hands.
Otherwise, it turns out that we can use the decomposition to find a separation
(A,B) of order at most two where one of A or B has bounded size.

From this point, the algorithm is based on careful invocations of an oracle
that can find long edge-linked paths on the smaller side of the separation, either
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to determine that we have a Yes-instance or to discover a vertex that can be safely
removed, thus making progress at every step. This involves a careful analysis of
all possible ways in which a solution can split across the separation. The overall
approach that we employ is inspired by the techniques used for obtaining Turing
kernels for the problem of finding long paths and cycles on special classes of
graphs [10].

Theorem 2. LELP, when parameterized by k, does not admit a polynomial
kernel on general graphs and connected graphs, unless CoNP ⊆ NP/poly. On
the other hand, the problem admits a Turing kernel with O(k3.656) vertices and
O(k4.656) edges.

Finally, for parameterized “above maximum degree”, we show an FPT algo-
rithm obtained by relying on bounding the treewidth of certain connected com-
ponents in the graph.2

Related Work. The Edge Hamiltonian Path is known to be NP-complete
even on bipartite graphs or graphs with maximum degree 3 [1,11,13]. Demaine
et al. [6] presented an XP (i.e. running in time nf(k)) algorithm for Edge Hamil-
tonian Path on bipartite graphs, where k is the size of the smaller part and
asked whether it can be improved to an FPT algorithm. Lampis et al. [12]
answered this question affirmatively by giving a cubic edge kernel for Edge
Hamiltonian Path when parameterized by vertex cover. They also show that
it is FPT on hypergraphs when parameterized by the size of a hitting set. They
also studied the problem with parameters treewidth and clique-width of the
input graph. The running times of their algorithms when parameterized by
treewidth and clique width are twO(tw)nO(1) and cwO(cw2)nO(1), respectively,
where tw, cw and n are the treewidth, clique-width and number of vertices
of the input graph. To the best of our knowledge, this is the first study that
uses the length of an edge-linked path as a parameter. We also note LELP can
be solved also by using known algorithms for Long Path on the line graph
of the input graph. However, in the context of the standard parameter, this
yields no insight into the kernelization complexity. Also, when parameterized
by treewidth, this approach does not give us FPT algorithms: note that the
treewidth of the line graph can be arbitrarily larger than the treewidth of the
input graph: for instance, note that the line graph of a star (treewidth one) is a
clique (treewidth n).

2 Preliminaries

We refer the reader to [4,7] for standard terminology and notions in graph theory
and parameterized algorithms. Unless made explicit, we use standard notation
throughout. We introduce and recall some important definitions below.

2 Due to lack of space, the algorithm parameterized by treewidth and the arguments
for the above-guarantee parameter are deferred to the full version of the paper.
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For a graph G,S ⊆ V (G), and F ⊆ E(G), we use EG
in(S) to denote the set of

edges incident to vertices in S, and V (F ) to denote the set of end-vertices of F .
When the graph is clear from the context we use Ein(S) instead of EG

in(S). For
a graph G, a pair (A,B), where A,B ⊆ V (G) and A ∪ B = V (G) is called a
separation of G if there is no edge in G with one endpoint in A\B and the other
in B \A. The order of the separation (A,B) is |A∩B|. A minimal separator in a
connected graph G is an inclusion minimal vertex set S ⊆ V (G) such that G−S
is disconnected. A vertex set of a disconnected graph is a minimal separator if it
is a minimal separator for one of its connected components. For a vertex set U ,
define torso(G,U) as the graph obtained from G[U ] by adding an edge between
each pair of vertices in U that are connected by a path in G whose internal
vertices are not from U . Following simple observation is used many times in the
paper.

Observation 1. The number of odd degree vertices in a graph is even.

Definition 1. A tree-decomposition of a graph G is a pair (T,X = {Xt}t∈V (T)),
where T is a rooted tree, such that (i) ∪t∈V (T)Xt = V (G), (ii) for every edge
xy ∈ E(G) there is a t ∈ V (T) with {x, y} ⊆ Xt, and (iii) for every vertex
v ∈ V (G) the subgraph of T induced by the set {t | v ∈ Xt} is connected.

The width of a tree decomposition is maxt∈V (T) |Xt| − 1 and the treewidth
of G is the minimum width over all tree decompositions of G and is denoted by
tw(G). The adhesion of an edge {t, t′} ∈ E(T) is |Xt ∩ Xt′ |. The adhesion of a
tree decomposition is the maximum adhesion of an edge in T.

Proposition 1. For every graph G, there is a tree decomposition (T,X =
{Xt}t∈V (T)) of adhesion at most two, called a Tutte decomposition, such that
the following conditions hold.

– For each node t ∈ V (T), the graph torso(G,Xt) is a 3-vertex-connected topo-
logical minor of G.

– For each edge {t, t′} ∈ E(T), either Xt ∩ Xt′ = ∅ or Xt ∩ Xt′ is a minimal
separator in G.

Proposition 2 (Hopcroft and Tarjan [8]). There is a linear time algorithm
to compute a Tutte decomposition of a given graph.

Recall that an edge-linked path is a sequence of distinct edges e1, e2, . . . , ek

such that every consecutive pair of edges in the sequence have a vertex in com-
mon. The length of an edge-linked path is the number of edges that belong to
the path. We introduce the following problem:

Long Edge-Linked Paths Parameter: k/tw
Input: A graph G and an integer k

Question: Does G have an edge-linked path of length at least k?
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We denote by LELP(k) the problem of finding an edge-linked path of length
at least k, parameterized by k. We will need the following result from [2]. In the
following statement, following the notation of [2], we use K3

2 to denote the graph
with two vertices joined by three parallel edges. Further, a graph is said to be
Eulerian if it is connected and all its vertices have even degree.

Theorem 3 ([2]). Let G be a 3-edge-connected graph, e, f ∈ E(G), and assume
G �= K3

2 . Then G contains an Eulerian subgraph H such that e, f ∈ E(H) and
|E(H)| ≥ (|E(G)|/6)α + 2, where α ≈ 0.753 is the real root of 41/x − 31/x = 2.

Parameterized Complexity. We refer to [4] for a detailed introduction to param-
eterized complexity. We provide some key definitions pertinent to our arguments
below.

Definition 2 (polynomial equivalence relation [3]). An equivalence rela-
tion R on Σ∗, where Σ is a finite alphabet, is called a polynomial equiva-
lence relation if the following holds: (1) equivalence of any x, y ∈ Σ∗ can be
checked in time polynomial in |x| + |y|, and (2) any finite set S ⊆ Σ∗ has at
most (maxx∈S |x|)O(1) equivalence classes.

Definition 3 (cross-composition [3]). Let L ⊆ Σ∗ and Q ⊆ Σ∗ × N be
a parameterized problem. We say that L cross-composes into Q if there is
a polynomial equivalence relation R on Σ∗ and an algorithm which given t
strings x1, . . . , xt belonging to the same equivalence class of R, computes an
instance (x∗, k∗) ∈ Σ∗ × N in time polynomial in

∑t
i=1 |xi| such that: (i)

(x∗, k∗) ∈ Q ⇔ xi ∈ L for some 1 ≤ i ≤ t and (ii) k∗ is bounded by a polynomial
in (max1≤i≤t |xi| + log t).

The following theorem allows us to rule out the existence of a polynomial
kernel for a parameterized problem.

Theorem 4 ([3]). If an NP-hard problem L ⊆ Σ∗ has a cross-composition
into the parameterized problem Q and Q has a polynomial kernel then coNP ⊆
NP/poly.

Definition 4 (Turing kernelization). Let Q be a parameterized problem and
let f : N → N be a computable function. A Turing kernelization for Q of size
f is an algorithm that decides whether a given instance (x, k) is contained in
Q in time polynomial in |x| + k, when given access to an oracle that decides
membership in Q for any instance (x′, k′) with |x′|, k′ ≤ f(k) in a single step.
We call such an oracle as f-oracle for Q.

3 Kernelization Complexity for the Standard Parameter

As noted earlier, the hardness of kernelization for LELP follows by a standard
disjoint union argument (see [4] for a similar example). We now demonstrate
a cross-composition algorithm for LELP(k) on the class of connected graphs.
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We introduce an auxiliary problem, where we seek to find an edge-linked path of
length at least k that starts at a specified start vertex s. We denote this variant
by LELPs(k). We will show that this version is NP-complete by a reduction
from LELP(k). We will then demonstrate a cross-composition from LELPs(k)
to LELP(k) where the composed instance will turn out to be connected. We
defer the details of all these arguments to the full version of the paper due
to lack of space. However, to provide some intuition, we describe briefly the
construction that we employ to show the NP-completeness of LELPs(k).

Let (G, k) be an instance of LELP(k). We denote the vertices of G by
{v1, . . . , vn}. Assume, without loss of generality, that |V (G)| = 2h for some
h (if this is not the case, we can obtain an equivalent instance by adding an
appropriate number of isolated vertices and at most doubling the size of the
instance). Our construction involves a complete binary tree T of height h, and
therefore, n leaves. Let r denote the root of T , and let �1, �2, . . . , �n denote the
leaves of T . We make n copies of G, denoted by G1, . . . , Gn. We make the vertex
vi in the copy Gi adjacent to the leaf �i. Denote this graph by H. Our reduced
instance is now given by (H, r, k + 2h + 1).

We now turn to the Turing kernel. Our goal will be to demonstrate a Turing
kernel with O(k3.656) vertices for LELP(k). To explain Turing kernelization for
the problem we first define a closely related problem, namely: Long Edge-
Linked Cycle. If the first edge and the last edge in an edge-linked path P =
e1, e2, . . . , ek has a common vertex, then we call P an edge-linked cycle. We use
LELC to refer to the problem of determining if a graph has an edge-linked cycle
of length at least k, parameterized by k.

Lemma 1. If there is a Turing kernel for LELC of size f , then there is a
Turing kernel for LELP(k) of size f for any computable function f .

Proof Sketch. It is easy to see that if G has an edge-linked path of length k, then
there exist u, v ∈ V (G) such that G + e has an edge-linked cycle of length k + 1,
where e = {u, v}. Moreover, for any u, v ∈ V (G), if G + e′ (where e′ = {u, v})
has an edge-linked cycle of length at least k +1, then G has an edge-linked path
of length k. As a result to test whether a graph G has an edge linked-path of
length k, it is enough to test whether G + {{u, v}} has an edge-linked cycle of
length at least k + 1 for some u, v ∈ V (G). But there is caveat here; we require
an oracle for the same problem. In fact it is not hard to show that an oracle for
LELC can be obtained using an oracle for LELP(k) and vice versa, where the
query lengths are asymptotically the same. 
�

Thus, in this section we focus on proving the following theorem, which when
combined with the hardness result mentioned above, amounts to a proof of
Theorem 2.

Theorem 5. There is a Turing kernel for LELC with O(k3.656) vertices and
O(k4.656) edges.

We remark that our overall methodology is inspired by the approaches used
by [10] to obtain Turing kernels for long path and cycle problems on special
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classes of graphs. Towards the proof of Theorem 5 we prove Lemma 2. Before
stating Lemma 2 we define the notion of an irrelevant vertex.

Definition 5. Let (G, k) be an instance of LELC. A vertex v ∈ V (G) is called
an irrelevant vertex for (G, k) if the following holds: (G, k) is a Yes-instance of
LELC if and only if (G − v, k) is a Yes-instance of LELC.

We would like to mention that the size bound of the f -oracle for LELC
refers to the bound on the number of vertices in the graph. Moreover, if there
is a vertex of degree at least k, then the input is a Yes-instance and thus the
bound on the edges will be at most k times the number of vertices.

Lemma 2. There is a constant c and a function f : N → N defined as f(x) =
cx3.656 for any x ∈ N, such that there is a polynomial time algorithm that given
an instance (G, k) of LELC, uses an f-oracle for LELC to:

– either correctly determine if (G, k) is a Yes-instance of LELC, or,
– output an irrelevant vertex v ∈ V (G).

Given Lemma 2, the proof of Theorem 5 is straight forward: we can either
solve the instance or make progress by deleting the irrelevant vertex. The rest
of the section is devoted to prove Lemma 2. To this end, we first introduce and
prove some auxiliary lemmas.

Proposition 3. Let k ∈ N. Any 3-edge-connected graph (or 3-vertex-connected
graph) G with at least k1.328 vertices contains an edge-linked cycle of length ≥ k.

Proof. Let G be a 3-edge-connected graph, n = |V (G)| and m = |E(G)|. The-
orem 3 implies the following argument. If k ≤ m0.753, then G has an Eulerian
subgraph with at least k edges, and hence G has an edge-linked cycle of length at
least k. Any 3-edge-connected graph G has at least 3

2 |V (G)| edges. Therefore if
k ≤ (

3
2 · n

)0.753, then (G, k) is a Yes-instance of LELC. Otherwise n ≤ 2
3 ·k1.328.

Any 3-vertex-connected graph is also a 3-edge-connected graph. 
�
Lemma 3 (�3). There is a constant c′ and a polynomial time algorithm which
given an instance (G, k) of LELC such that G is connected and |V (G)| >
c′k3.656, either correctly concludes that (G, k) is a Yes-instance or outputs a
separation (A,B) of G of order at most 2 such that 7k < |A| ≤ c′ · k3.656.

The proof of Lemma 3 uses Proposition 2. Next we define an equivalent
characterization for edge-linked paths and cycles in terms of trails and tours. A
trail is a walk in which no edges repeats and a tour is a closed walk in which
no edges repeats. If a trail (tour) covers all the edges in a graph G, then it
is a Eulerian path (Eulerian cycle). As a result we have the following simple
observations.

3 The proofs of results marked with � are deferred to the full version of the paper.
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Observation 2. Let G be a graph. Let C be a tour in G and P be a trail with
endpoints u and v, where u �= v. Then, (i) degree of each vertex in the subgraph
(V (C), E(C)) is even, and (ii) degree of any vertex w ∈ V (P ) \ {u, v} in the
graph G′ = (V (P ), E(P )) is even and degrees of u and v in G′ are odd.

Observation 3. Let G be a graph. Let C be a connected subgraph of G such
that dC(v) is even for all v ∈ V (C). Let P be a connected subgraph of G such
that there exist two distinct vertices x, y ∈ V (P ) with the following properties:
dP (x) and dP (y) are odd numbers, and dP (v) is an even number for all v ∈
V (P ) \ {x, y}. Then, C is a tour, and P is a trail from x to y in G.

The following observation characterizes edge linked paths and cycles in terms
of trails and tours, respectively.

Observation 4. Let G be a graph. There is an edge linked path of length k in
G if and only if there is a trail P in G such that |Ein(V (P ))| ≥ k. Also, there
is an edge linked cycle of length at least k in G if and only if there is a tour C
in G such that |Ein(V (C))| ≥ k.

Proof. Let P = u1 . . . u� be a trail in G such that |Ein(V (P ))| ≥ k. Let ei =
{ui, ui+1} for all i ∈ {1, . . . , � − 1}. Let {i1, . . . , i�′} ⊆ {1, . . . , �} be the maximal
subset such that uij appear first in ij th position in P for all j ∈ {1, . . . , �′}. For
each j ∈ {1, . . . , �′} let Sij be the set of edges incident to uij , but not in E(P )
and not incident to any uir for some r < j. For all q /∈ {i1, . . . , i�′}, Sq = ∅.
Then the sequence of edges in S1e1S2 . . . S�−1e�−1S� forms an edge-linked path
containing all the edges in Ein(V (P )). Similarly, we can prove that there is an
edge-linked cycle containing all the edges in Ein(V (C)). 
�

Due to Observation 4, to solve LELC, it is enough to test for the existence of
a tour C such that |Ein(V (C))| ≥ k. In the following two lemmas we summarize
the behaviour of a tour C across a separation of order at most 2.

Lemma 4. Let G be a graph and (A,B) be a separation of G. Let C be a tour
in G such that |V (C) ∩ (A ∩ B)| = 1. Let x ∈ V (C) ∩ (A ∩ B). Then, one of the
following is true.

– C is contained in G[A] or G[B].
– E(C) ∩ E(G[A]) forms a tour C ′ in G[A] and x ∈ V (C ′).

Proof. Suppose C is contained in G[A] or G[B], then we are done. Otherwise,
let F be the subgraph induced on E(C) ∩ E(G[A]). Clearly x ∈ V (F ). By
Observation 2, for any u ∈ V (F ) \ {x}, we know that dF (u) is even. Then
by Observation 1, dF (x) is even. Since C is connected, F is also connected.
Therefore, by Observation 3, F is a tour in G[A]. This completes the proof of
the lemma. 
�
Lemma 5 (�). Let G be a graph and (A,B) is a separation of G of order
2. Let C be a tour in G and A ∩ B = {x, y} ⊆ V (C). Let GA = G[A] and
GB = (B,E(G) \ E(GA)). Then, one of the following is true.
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1. C is contained in GB.
2. There exists a tour C ′ in GA such that E(C ′) = E(C) ∩ E(GA).
3. There exist two vertex disjoint tours C1 and C2 in GA such that x ∈

V (C1), y ∈ V (C2), and E(C1) ∪ E(C2) = E(C) ∩ E(GA).
4. There exists a trail P from x to y in GA such that E(P ) = E(C) ∩ E(GA).

By Observation 4, we know that to test for the existence of an edge-linked
cycle of length at least k it is enough to test for the existence of a tour such that
at least k edges are incident on the vertices of the tour.

Lemma 6. There exists two constant c1 and c2 (where c2 < c1 and c2 is same as
the constant in Lemma 3), and a function f : N → N defined as f(x) = c1x

3.656

for any x ∈ N such that the following holds. There is a polynomial time algorithm
A which given an instance (G, k) of LELC and a separation (A,B) of G of order
at most 2 such that 7 · k < |A| ≤ c2 · k3.656 and max degree of G at most k, uses
an f-oracle for LELC and outputs one of the following.

– Correctly concludes that (G, k) is a Yes-instance of LELC.
– Outputs an irrelevant vertex v ∈ V (G).

Proof. Let GA = G[A], GB = (B,E(G) \ E(GA)). Algorithm A first queries the
f -oracle with input (GA, k). If the oracle returns Yes, then A concludes that
(G, k) is a Yes-instance of LELC. From now on we assume that (GA, k) is a
No-instance. We have the following three cases based on |A ∩ B|.

Case 1 : |A ∩ B| = 0. In this case any edge-linked cycle is either contained in
GA or contained in GB . Since (GA, k) is a No-instance, any vertex in A is an
irrelevant vertex.

Case 2 : |A ∩ B| = 1. Let {x} = A ∩ B. First we prove the following claim.

Claim 1 (�). Let (GA, k) be a No-instance of LELC. Let k′ < k be the
largest integer such that there is a tour Q in GA such that x ∈ V (Q) and
|EGA

in (V (Q))| = k′. If there is a tour Q′ in GA − v such that x ∈ V (Q′) and
|EGA−v

in (V (Q′))| = k′ for some v ∈ A \ N [x], then v is an irrelevant vertex.

We note that the integer k′ can be identified using f -oracle as follows. We
construct a new graph G′ by adding a new cycle D of length 2k with vertices
x and 2k − 2 new vertices. Since (GA, k) is a No-instance, any tour C with
|Ein

G′(C)| ≥ 2k + k′ contains D (i.e., E(D) ⊆ E(C)). Therefore, we can identify
k′ by calling f -oracle on (G′, 2k + k1) for all k1 < k. The largest k1 for which
(G′, 2k + k1) is a Yes-instance is k′. We will set the value of c1 to be at least
c2 + 2 so that we can use f -oracle. After identifying the value k′ we again use
f -oracle to identify an irrelevant vertex v. Towards that we query f -oracle with
(G′ − u, k′ + 2k) for all u ∈ A \ N [x] and there will be at least one vertex v
for which f -oracle outputs Yes on input (G′ − v, k′ + 2k). That vertex v is an
irrelevant vertex because of Claim 1.
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Case 3 : |A ∩ B| = 2. Let A ∩ B = {x, y}. First we prove the following claim.

Claim 2. Suppose there is a path between x and y in GB and there is trail P
from x to y in GA such that |EGA

in (V (P ))| ≥ k−1. Then (G, k) is a Yes instance.

Proof. Let P ′ be a path from x to y in GB . Then the edges of P and P ′ forms a
tour C in G. Since E(P ′) is disjoint from E(GA) and |EGA

in (V (P ))| ≥ k − 1, we
have that |EG

in(V (C))| ≥ k. Then, by Observation 4, (G, k) is a Yes-instance. 
�
Algorithm A will test whether there is a path between x and y in GB and the

existence of a trail P from x to y in GA with |EGA
in (V (P ))| ≥ k−1 using f -oracle

as follows. We construct a graph G′ by adding a 2k length path L between x and
y. Since (GA, k) is a No-instance, and any tour C with |EG′

in (V (P ))| ≥ 3k − 1
will contain the path L. Therefore (G′, 3k − 1) is a Yes-instance of LELC if and
only if there is a trail P from x to y in GA such that |EGA

in (V (P ))| ≥ k−1. Then
by Claim 2, we conclude that (G, k) is a Yes instance.

Now on we assume that if GB contains a path between x and y, then there
is no trail P from x to y in GA with |EGA

in (V (P ))| ≥ k − 1. We use f -oracle
to output an irrelevant vertex as follows. We construct three graphs G1, G2, G3,
and G4 as follows. The graph G1 is created by adding a cycle L1 of length 4k
containing x and 4k − 1 new vertices. The graph G2 is created by adding a
cycle L2 of length 4k containing y and 4k − 1 new vertices. The graph G3 is
created by adding two internally vertex disjoint paths Q3 and Q′

3 of length 2k
each between x and y. The graph G4 is created by adding a path Q4 of length 4k
between x and y. For each i ∈ {1, . . . , 4}, we use f -oracle to compute the largest
1 ≤ ki < k such that (Gi, 4k + ki) is a Yes-instance. If no such ki exists we set
ki = −∞. Clearly this can be done by querying the f -oracle at most k times for
each i ∈ {1, . . . , 4}. For any i ∈ {1, . . . , 4}, if ki �= −∞, any tour Ci in Gi with
|EGi

in (V (Ci))| ≥ 4k +ki will contain the newly added 4k edges. Therefore all but
ki vertices in GA are irrelevant for the instance (Gi, 4k + ki). These vertices can
be identified using f -oracle. So Algorithm A identifies at most 4k vertices that
are relevant for at least one of (Gi, 4k + ki). Since |A| > 7k, there is one vertex
v ∈ A \ (N [x] ∪ N [y]) which is irrelevant for (Gi, 4k + ki) for all i ∈ {1, . . . , 4}.
Algorithm A will output such a vertex v as an irrelevant vertex for the instance
(G, k). One can show that vertex v is indeed an irrelevant vertex for (G, k). This
concludes the proof of the Lemma.


�
We are now ready to give the proof of Lemma 2.

Proof of Lemma 2. First we set constants c1 and c2 mentioned by Lemma 6.
Then we set the constant c mentioned in the lemma to be c1. Let (G, k) be the
input instance. If there is a vertex v ∈ V (G) with degree at least k, then we
conclude that (G, k) is a Yes-instance. Let H be a connected component of G. If
|V (H)| ≤ c2k

3.656, then we use f -oracle to test whether (H, k) is a Yes-instance
or not. If (H, k) is not a Yes-instance, then we output any vertex in V (H) as an
irrelevant vertex.
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Now consider the case |V (H)| > c2k
3.656. We use Lemma 3 on (H, k). If

Lemma 3 concludes that (H, k) is a Yes-instance, then (G, k) is indeed a Yes-
instance. Otherwise Lemma 3 outputs a separation (A,B′) of H of order at most
2 such that 7k < |A| ≤ c2 · k3.656. Notice that (A,B = B′ ∪ (V (G) \ V (H))) is
a separation of G of order at most 2. Now we use Lemma 6 to either conclude
that (G, k) is a Yes-instance or to output an irrelevant vertex. 
�

4 Concluding Remarks

In this contribution, we introduced and studied a natural optimization variant
of the notion of an edge Hamiltonian path. Specifically, we ask if a graph admits
such an edge-linked path of length at least k. We show that the problem is
FPT when parameterized by k, and admits a single-exponential algorithm when
parameterized by treewidth. The latter generalizes and improves known algo-
rithms for the special case of the Edge Hamiltonicity problem (where k = m)
when parameterized by treewidth. While we used the technique of representa-
tive families, possibly, other techniques can also be employed to obtain similar
running time dependency on the treewidth parameter (for example, using rank-
based approaches [5]).

We also studied the kernelization complexity of the problem, showing that
it is unlikely to admit a polynomial kernel even if the input graph is connected.
Our main result in this context was a Turing kernel for the problem, which
made use of Tutte decompositions and the existence of long edge-linked paths
on 3-connected graphs. An interesting open problem here is to determine the
kernelization complexity of the problem on two-connected graphs. We conjecture
that the problem remains hard for this class of graphs as well.
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Abstract. We consider variants and generalizations of the dominating
set problem on special classes of graphs, specifically, graphs that are a
small distance from a tractable class. Here, our focus is mainly on the
problems of domination and efficient domination (a variant where we
want every vertex to be dominated uniquely) and their respective gen-
eralizations to r-distance domination.

We consider graphs which are at most k vertices away from the follow-
ing classes: edgless graphs, cluster graphs, split graphs, and complements
of bipartite graphs. For the newly introduced parameter CBDS, we show
that Dominating Set is W[2]-hard, while in contrast, r-DS is FPT for
r > 1. For this parameter, Efficient Dominating Set turns out to be
FPT as well. We generalize known results for Dominating Set parame-
terized by CVD to r-Dominating Set parameterized by CVD, inspired
by algorithms for r-DS parameterized by VC, which is in general a larger
parameter. We are also able to do this for the Efficient Dominating
Set problem. Finally, for the problem of efficient domination parameter-
ized by the distance to split graphs, we improve the complexity of the
known algorithm from O�(1.732k) to O�(1.616k).

For the most part, our results generalize what is known in the current
landscape, both in terms of obtaining algorithms for smaller parameters,
as well as for the more general notion of domination itself, which is to
dominate over larger distances.

Keywords: Dominating set · Efficient domination · FPT ·
Kernelization · W-hardness · Structural parameters

1 Introduction

A dominating set of a graph G = (V,E) is a subset of vertices S such that every
vertex is either a member of S or has a neighbor in S. The associated computa-
tional question, namely that of determining a dominating set of the smallest size,
is a classical NP-hard problem, has numerous applications, and has been one of
the most widely studied optimization problems. Since the dominating set prob-
lem is intractable in both the classical and parameterized settings, much work in
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the literature is devoted to the study of approximation algorithms, algorithms
for special classes of graphs, and parameterized algorithms.

We also consider the efficient dominating set problem, which requires that
every vertex in the given graph be dominated exactly once. While a dominating
set in a graph can be interpreted as a set cover—by thinking of the vertices as
constituting the universe and treating the closed neighborhoods of vertices as
the family—an efficient dominating set, within the same interpretation, can be
thought of as a set packing. Note that since a vertex dominates itself, an efficient
dominating set induces an independent set.

Finally, we also consider the problem of r-domination, which is a general-
ization where vertices can dominated not only their neighbors but all vertices
that are distance at most r away from them. While the notion of a r-dominating
set is clear already from this description, we state explicitly what we mean by
a r-efficient dominating set. Informally, a r-efficient dominating set corresponds
to a set packing by r-balls around the elements of the dominating set. More
precisely, if S is a r-efficient dominating set, then every vertex of the graph is
at distance at most r from exactly one vertex in S. Just as an efficient dominat-
ing set induces an independent set, we note that an r-efficient dominating set
induces a (r+ 1)-scattered set (i.e, a set of vertices where the pairwise distances
are at least r + 1, note that an independent set is a 2-scattered set).

The Framework. We consider these problems in the context of special classes of
graphs, specifically, graphs that are a small distance from a tractable class. In
this setting, our typical framework is the following: we are given as input a graph
G = (V,E) along with a “modulator” X to a graph class G, which is a subset of
vertices such that the graph remaining after the removal of X belongs to the class
G. The goal is to determine if the problem considered is tractable with respect
to the size of the modulator. For this reason, we restrict our attention to classes
G on which the problems under consideration are already tractable. Indeed, note
that if the problem is already intractable (say, for instance, NP-hard) on the
class G, then it is intractable for the special case of an empty modulator and
therefore such cases are not interesting in this particular framework.

We consider graphs that are at most k vertices away from the following
classes: edgless graphs, cluster graphs, split graphs, and co-bipartite graphs,
which are complements of bipartite graphs (i.e, graphs whose vertex sets can be
partitioned into two cliques). We refer the reader to Sect. 2 for the definitions of
these graph classes. For each of these classes, we remark that finding a relevant
modulator of size at most k is known to be fixed-parameter tractable in k, which
justifies the promise versions that we are considering. In particular, we remark
that for the first three classes, the problem of finding a modulator corresponds
to the well-studied problems of Vertex Cover (VC), Cluster Vertex Deletion
(CVD), and Split Vertex Deletion (SVD); while we can find a modulator to a
co-bipartite graph (CBDS) by finding a modulator to a bipartite graph in the
complement graph, which corresponds to the Odd Cycle Traversal problem. For
further discussions about these parameters, we will usually refer to the problem
considered by phrases such as “dominating set parameterized by CVD”.
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Our Contributions

For Dominating Set, a FPT algorithm with respect to CVD was given by [3].
This algorithm runs in time O�(3k). For SVD, the problem is para-NP-hard. Note
that Dominating Set can be solved immediately on co-bipartite graphs, so
unlike SVD, it is not immediately para-NP-hard when parameterized by CBDS.
However, we show that the problem is intractable in the parameterized setting.

Theorem 1 (Dominating Set by CBDS). DS parameterized by CBDS is
W[2]-hard.

In extending the results for DS to r-DS, we show that r-DS is FPT when
parameterized by CVD and CBDS, generalizing the FPT algorithm given by [4]
for r-DS for the vertex cover parameter. The result for CVD is reasonably pre-
dictable, however it is worth noting that the running time does not grow expo-
nentially with r. The result for CBDS is interesting in that there is a significant
change in the complexity: while Dominating Set is already W[2]-hard for the
parameter, r-Dominating Set turns out to be FPT for r > 1. Observe that
every connected split graph has a two-dominating set of size one, therefore the
two-dominating set problem on any split graph is in P, and the problem of
parameterizing by SVD is now a reasonable question. A similar reasoning holds
for the CBDS parameter.

Theorem 2 (r-Dominating Set by CVD and CBDS). r-DS is fixed-
parameter tractable parameterized by CVD and CBDS with running times
O�(7k) and O�(11k) respectively.

We now turn our attention to Efficient Dominating Set. Like Dominat-
ing Set, a FPT algorithm with respect to CVD was given by [3], while for SVD,
the authors demonstrated a branching algorithm with running time O�(1.732k).
We improve this running time to O�(1.616k) and also show that the problem is
FPT when parameterized by the CBDS parameter.

Theorem 3 (Efficient Dominating Set by SVD and CBDS). EDS
parameterized by SVD and CBDS admits FPT algorithms with running times
O�(1.616k) and O�(5k) respectively.

Finally, for the Efficient r-Dominating Set problem, analogous to r-
Dominating Set, we show that Efficient r-Dominating Set is FPT when
parameterized by CVD.

Theorem 4 (Efficient r-Dominating Set by CVD). r-EDS is fixed-
parameter tractable parameterized by CVD with running time O�(7k).
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Table 1. Summary of new and known results. Results obtained in this contribution
are shown in bold.

VC CVD SVD CBDS

O�(3k) O�(3k) para NP-hard W[2]-hard
DS

(due to CVD) [3, Theorem 3] (hardness on split graphs [3]) Theorem 1

O�(5k) O�(7k) O�(11k) for r > 7
r-DS

[4, Theorem 19] Theorem 2
Open

Theorem 2

O�(1.61k) O�(3k) O�(1.616k) O�(3k)
EDS

Theorem 3 [3, Theorem 4] Theorem 3 (improves [3]) Theorem 3

O�(5k) O�(7k)
r-EDS

(due to CVD) Theorem 4
Open Open

Related Work. Our contribution most directly builds on the works of Goyal
et al. [3] and Katsikarelis et al. [4], where several FPT algorithms for structural
parameters are suggested alongside lower bounds based on ETH and SETH. The
Dominating Set problem has enjoyed a long history of being studied on special
classes of graphs especially from a parameterized perspective. For instance, the
contributions of [5–7] study the dominating set problem on graphs that exclude
short cycles and other related subgraphs, while, for instance, the work of [1]
studies the r-dominating set problem over tree decompositions.

2 Preliminaries

For any two vertices u and v, we let d(u, v) denote the length of the shortest path
between the vertices. For S ⊆ V, G[S] denotes the graph induced by S in G. The
vertex set of G[S] is S, and the edge set is {(u, v) | u ∈ S, v ∈ S and (u, v) ∈ E}.
The r-neighborhood of a vertex v is the set of all vertices that are at distance
at most r from v. The r-neighborhood of a vertex is denoted by Nr(v), and the
closed r-neighborhood of a vertex, given by Nr(v)∪ {v}, is denoted by Nr[v]. The
r-neighborhood of a subset of vertices S is ∪v∈SNr(v), and is denoted by Nr(S).
Likewise, the closed r-neighborhood of a subset of vertices S is Nr(S) ∪ S, and
is denoted by Nr[S]. We say that a vertex v is global to a set S of vertices if v is
adjacent to every vertex in S.
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The Dominating Set and Efficient Dominating Set problems are
defined as follows:

Dominating Set Parameter: k

Input: A graph G = (V,E), and an integer k.
Question: Does G have a subset S of at most k vertices such that for every
v ∈ V, |N[v] ∩ S| � 1?

Efficient Dominating Set Parameter: k

Input: A graph G = (V,E), and an integer k.
Question: Does G have a subset S of at most k vertices such that for every
v ∈ V, |N[v] ∩ S| = 1?

We defer the definitions of the r-domination analogs of these problems to the
full version of the paper.

Dominating Set is a fundamental NP-complete and W[2]-complete prob-
lem. We also define Colorful Red-Blue Dominating Set: here, we are given
a bipartite graph G = (V,E) with bipartition (R,B), a partition of R into k parts
R1, . . . ,Rk, and an integer k as input, and the question is if G has a subset S

vertices such that for every v ∈ B, |N(v) ∩ S| � 1 and |S ∩ Ri| = 1 for all i ∈ [k].
This problem is also W[2]-hard parameterized by k.

When considering structural parameters, and in particular those that are
based on modulators to graph classes, we will typically continue dealing with
the decision versions of the questions as above, but the instance will additionally
be equipped with a modulator—usually denoted X. The parameter for all such
problems is |X|. We refer the reader to [2] for a comprehensive introduction to
the framework of parameterized algorithms.

In the classical Set Cover problem, we are given as input a family F of
sets over an universe U, and a budget k. The question is if there is a sub-
family of size at most k whose union is U. The problem is W[2]-hard when
parameterized by k, but FPT when parameterized by |U|. The Set Parti-
tion problem is analogously defined, with the only difference being that we
require the solution to be a partition, rather than a cover of the universe.
We will also require the notion of a Set Cover with Partition, defined
below, which was introduced by [3], where it was also shown to be FPT.

Set Cover with Partition Parameter: |U|
Input: A universe U, a family of sets F = {S1, . . . ,Sm}, a partition B =
(B1,B2, ...,Bq) of F, a (0, 1) vector (f1, f2, . . . , fq) corresponding to each
block in the partition B = (B1,B2, ...,Bq) and an integer �.
Question: Does there exist a subset H ⊆ F of size � covering U and from
each block Bi with flags fi = 1 at least one set is picked?

The partition analog of Set Cover with Partition can also be seen to be
FPT. We refer to this version as Exact Set Cover with Partition.
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We briefly define some of the graph classes that are relevant to our discus-
sions. A clique is a collection of vertices that are mutually adjacent, while an
independent set is a collection of vertices that have no edges between them. A
cluster graph is a disjoint union of cliques. A split graph is a graph whose vertex
set can be partitioned into a clique and an independent set. A bipartite graph is
a graph whose vertex set can be partitioned into two independent sets, while a
co-bipartite graph is a graph whose vertex set can be partitioned into two cliques.

The rest of this paper is organized as follows. Our main focus will be to sketch
the details of the algorithm for r-Dominating Set parameterized by CVD,
which outlines some of the main ideas that are relevant to all the other algorithms
we propose. The algorithms for Efficient Dominating Set require a notion
of inseparable sets for an accurate set cover formulation. The details of all the
other algorithms, including the branching algorithm for the SVD parameter, are
given in the full version of this manuscript.

3 Dominating Set

We already know that Dominating Set admits a FPT algorithm when param-
eterized by CVD and is para-NP-hard when parameterized by SVD. In this
section, we consider the CBDS parameter, with respect to which DS turns out
to have an “intermediate” complexity.

Theorem 1 (Dominating Set by CBDS). DS parameterized by CBDS is
W[2]-hard.

Proof. We establish this by a reduction from the Colorful Red-Blue Dom-
inating Set problem. Let I = ((G = (V,E);V = (R,B);R = R1, . . . ,Rk),k)
be an instance of Colorful RBDS. We let H = (H, �;X) denote the reduced
instance, where X denotes a CBDS modulator, � denotes the upper bound on the
size of the dominating set sought, and the parameter is |X|. We first describe the
graph H. To begin with, we make a copy of G and make cliques out of the vertex
subsets R and B. Further, we add k vertices r1, . . . , rk, and make the vertex ri
global to the subset Ri. Note that X := {r1, . . . , rk} is a CBDS modulator for the
graph H described so far. We let � = k, and this completes the reduction. We
now turn to the equivalence of the two instances.

In the forward direction, let S ⊆ R be a colorful red-blue dominating set. We
choose the vertices corresponding to S in H and note that every vertex in X is
dominated since |S ∩ Ri| = 1 for all i ∈ [k]; further, since R induces a clique,
every vertex in R is dominated by all the vertices of S and finally, every vertex
in B is dominated because S dominates them in G by definition and the edges
between R and B are identical in H and G.

In the reverse direction, let S ⊆ V(H) be a dominating set. Note that N(ri) =
Ri, therefore:

S ∩ (Ri ∪ {ri}) �= ∅ for all i ∈ [k] and |S| � k ⇒ |S ∩ (Ri ∪ {ri}) | = 1 for all i ∈ [k].
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In particular, note that S ∩ B = ∅. Now, define S� ⊆ V(G) as follows: for
i ∈ [k], if |S ∩ Ri| = 1, then we choose the corresponding vertex from Ri in S�,
and if ri ∈ S, then we choose an arbitrary vertex from Ri in S. It is easy to
see that S� is a colorful red-blue dominating set for G: indeed, |S� ∩ Ri| = 1 for
all i ∈ [k] by construction, and if any vertex v ∈ B is not dominated by S�,
then the corresponding vertex is not dominated by S in H, which contradicts
our assumption that S ⊆ V(H) was a dominating set in H. This completes the
argument for the equivalence of the instances. �

4 r-Dominating Set

In this section, we discuss our FPT algorithm for r-Dominating Set parame-
terized by CVD.

Let I = (G = (V,E),k;X) be an instance of r-Dominating Set, where X

denotes the modulator under consideration. Here, we are considering the CVD
parameter. To begin with, we make the simplifying assumption that r > 3, while
noting that similar ideas with appropriate modifications can be used to handle
the special cases r = 2 and r = 3. For CVD, recall that G \ X is a disjoint
union of cliques, which we will denote by C1,C2, . . . ,Ct. Assume, without loss
of generality, that every Ci has a neighbor in X—indeed, note that any clique for
which this is not true would be isolated and can be easily dealt with separately.
We use S to denote an arbitrary but fixed (and unknown) r-DS of optimal size,
and let � := |S|. We also recall that we will often use, for a vertex v ∈ V and
a subset of vertices Z ⊆ V, the phrase “distance of v from Z” to refer to the
distance between v and the vertex in Z that is the closest to v.

We begin by “guessing” the intersection of an optimal solution with the mod-
ulator, namely Y := S ∩ X. Based on Y, we obtain a classification of the cliques in
G \ X determined by the extent to they are r-dominated by the vertices of Y:

– A clique C ∈ G \X is completely dominated if all vertices in C are at distance
at most r away from some vertex in Y. Note that this happens either if C has
a vertex v whose distance from Y is at most r − 1 or every vertex in C is at
distance exactly r from Y.

– A clique C ∈ G \X is not dominated if the distance of every vertex in C from
Y is strictly greater than r.

– Any clique that does not fall into the categories above is said to be partially
dominated. Such cliques have a non-trivial subset of vertices that are at dis-
tance exactly r from Y (which we refer to as peripheral vertices), while the
distance of all other vertices from Y is greater than r (we refer to these as
internal vertices).

We now guess a partition of X \ Y into three parts:

D�r−2 	 Dr−1 	 Dr

with the semantics that the distances of the vertices in Dr (respectively, Dr−1)
from S is exactly r (respectively, r− 1) and the distance of any vertex in D�r−2

from S is at most r − 2. This motivates the notion of a good partition.



306 N. Misra and P. Rathi

Definition 1. A partition P of X into Y 	 D�r−2 	 Dr−1 	 Dr is called a good
partition if there exists an optimal r-dominating set, say S, such that S∩X = Y,
and the distances of the vertices in Dr (respectively, Dr−1) from S is exactly r

(respectively, r − 1) and the distance of any vertex in D�r−2 from S is at most
r − 2. We refer to S as a witness for P.

Now, we make some observations about the nature of this partition.

Lemma 1. Let Y 	 D�r−2 	 Dr−1 	 Dr be a good partition of X with a witness
S. Further, let C be a clique that is not dominated by Y. Then, C either has a
vertex v which has a neighbor in D�r−2 or every vertex in C has a neighbor
in Dr−1.

Proof. First, assume that S contains no vertex from C. Since S is a r-dominating
set, every vertex in C is at distance at most r from S. Suppose there is a vertex v

in C whose distance from S is less than r. Let u ∈ S be such that d(u, v) = d < r.
Consider the shortest path P from u to v. Since S∩C = ∅, and C has no neighbors
in Y, note that |V(P)| � 3. Now, let w be the neighbor of v in P. If w belongs
to X, then note that w ∈ D�r−2, and we are done. Note that w /∈ Y because
C is not dominated by Y (by assumption). If w ∈ C, then we can repeat this
argument using w instead of v as our choice of a vertex whose distance from S

is less than r.
If there is no vertex v whose distance from S is less than r, then the distance

of every vertex in C from S is exactly r. Let v be any vertex in C, and let u ∈ S

be such that d(u, v) = d < r. Consider the shortest path P from u to v. Further,
let w be the neighbor of v in P. Observe that w ∈ Dr−1. In particular, w /∈ C—if
w ∈ C, then the distance of w from S via P would be less than r, contradicting
the case we are in. Also, w /∈ Y for the same reason as in the previous case.
Since the choice of v was arbitrary, we have that every vertex in C indeed has a
neighbor in Dr−1 in this situation.

Now suppose S contains a vertex v from C. If v has a neighbor u in X, then
note that u /∈ Y by the assumption that C is a clique that is not dominated by
Y. Therefore, u ∈ D�r−2. On the other hand, if v has no neighbors in X, then
let w ∈ C be such that w has a neighbor u in X \ Y. Note that such a w must
exist because of our assumption that C has a neighbor in X and that C is not
dominated by Y. However, note that d(v,u) = 2, and since r � 4 by assumption,
we have that r − 2 � 2, and therefore u ∈ D�r−2. �

It is easy to see that a similar statement holds also for the partially dominated
cliques. For these cliques, the peripheral vertices are already “taken care of”,
but it turns out that we don’t have to account for them separately. We state
the following without proof since the arguments are identical to those used in
Lemma 1.

Lemma 2. Let Y 	 D�r−2 	 Dr−1 	 Dr be a good partition of X with witness S.
Further, let C be a clique that is partially dominated by Y. Then, C either has a
vertex v which has a neighbor in D�r−2 or every vertex in C has a neighbor in
Dr−1.
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The following observation is easy to check and follows from the fact that
Y ⊆ S.

Lemma 3. Let Y 	 D�r−2 	 Dr−1 	 Dr be a good partition of X with witness S.
Then there is no vertex in Dr whose distance from Y is less than r, and there is
no vertex in Dr−1 whose distance from Y is less than r − 1.

Recall that our algorithm so far has guessed a partition of X into Y	D�r−2	
Dr−1 	 Dr. Our first step for any guess will be to implement the conditions in
Lemmas 1, 2 and 3 to check if this is a potentially good partition. In other words,
if any of the conditions are violated, then we discard the partition in question
and move on to the next one. We refer to this as the sanity check phase.

For the potentially good partitions, our task is to find the remaining vertices
of S from G \ X. We do this by framing an instance of the Set Cover problem
based on G. Before describing this instance, however, we identify vertices in G\X

which will not belong to any witness solution S. Indeed, the following is easy to
see:

Lemma 4. Let Y 	 D�r−2 	 Dr−1 	 Dr be a good partition of X with witness S.
If v ∈ G \ X and the distance of v from Dr is less than r, then v /∈ S. Similarly,
if v ∈ G \ X and the distance of v from Dr−1 is less than r − 1, then v /∈ S.

We say that a vertex is irrelevant if it satisfies the conditions in Lemma 4,
and we use Q to denote the set of all irrelevant vertices. Further, we say that a
vertex in X\Y is happy if it is already at the desired distance from Y. Specifically,
a vertex in D�r−2 is happy if its distance from Y is at most r − 2, a vertex in
Dr−1 is happy if its distance from Y is exactly r−1, and a vertex in Dr is happy
if its distance from Y is exactly r. Notice that in a potentially good partition,
there is no vertex in Dr−1 (respectively, Dr) whose distance from Y is less than
r − 1 (respectively, r). Let D� denote the set of happy vertices in X \ Y, and for
R ∈ {D�r−2,Dr−1,Dr}, let R� denote R \ D�.

We are now ready to describe the instance of Set Cover which will help
us find the remaining vertices of S. The universe U is defined as the set of all
vertices in X \ Y which are not happy. For every vertex v ∈ G \ X that is not
irrelevant, we let Sv denote the set of all vertices in D�

�r−2 that are at a distance
of at most r − 2 from v, vertices in D�

r−1 that are at a distance of exactly r − 1
from v, and vertices in D�

r that are at a distance of exactly r from v. Overall,
our instance of set cover is the family of sets F := {Sv | v ∈ G \ (X ∪ Q)} over the
universe U := X \ (Y ∪ D�), with Sv = Av ∪ Bv ∪ Cv, where:

Av := {u | u ∈ D�
�r−2 ∩ N(r−2)(v)},

Bv := {u | u ∈ D�
r−1 ∩ N(=r−1)(v)},

and

Cv := {u | u ∈ D�
r ∩ N(=r)(v)}.



308 N. Misra and P. Rathi

Our main claim is the following:

Lemma 5. Let P := (Y 	 D�r−2 	 Dr−1 	 Dr) be a partition of X and F be the
defined as above. If H ⊆ F is a set cover for F, then the vertices corresponding
to the sets in H, along with the vertices in Y, form a r-dominating set of G that
serves as a witness to P. Conversely, sets corresponding to S\Y form a set cover
for F for any S that is a witness to P.

Proof. We first establish the forward direction. Let H be a set cover for F and
let Z be the vertices of G \X corresponding to H. We claim that S := Y ∪ Z is a
r-dominating set that witness the partition P.

Let v ∈ D�r−2. If v is happy, then v is, by definition, at a distance of at most
r−2 from Y, and therefore S. If v is not happy, then v belongs to the universe of
the set cover instance (U,F) and we let Sw ∈ H be the set that covers v. Then,
the definition of Sw implies that d(v,w) � r− 2. Since w ∈ Z, v is at a distance
of at most r − 2 from Z, and therefore S.

Let v ∈ Dr−1. Observe that there is no vertex in S whose distance from v

is less than r − 1. Indeed, vertices in G \ X that are at a distance of less than
r − 1 are deemed irrelevant and there are no sets in F corresponding to such
vertices. Similarly, if a vertex in Y was at a distance of less than r − 1 from v,
then the entire partition in question would have been discarded in the part of
the sanity check phase based on Lemma 3. Now we argue that there is at least
one vertex in S whose distance from v is exactly r − 1. If v is a happy vertex,
then, by definition, there exists a vertex in S whose distance from v is exactly r.
If v is not happy, then v belongs to the universe of the set cover instance (U,F)
and we let Sw ∈ H be the set that covers v. Then, the definition of Sw implies
that d(v,w) = r− 1. Since w ∈ Z, v is at a distance of exactly r− 1 from Z, and
therefore S. The argument for the case when v ∈ Dr is analogous.

Finally, consider any vertex in a clique C ∈ G \ X. If C is fully dominated,
then all vertices in C are r-dominated by vertices in Y. If C is not dominated
by Y, then, by the part of the sanity check phase that is based on Lemma 1, we
know that one of the following scenarios is true:

– C has a vertex v that has a neighbor in D�r−2.
– Every vertex v ∈ C has a neighbor in Dr−1.

Since we have already argued that every vertex in D�r−2 is at a distance of
at most r − 2 from S and every vertex in Dr−1 is at a distance of exactly r − 1
from S, it is easy to see that every vertex in C is r-dominated by S in both the
scenarios above. The argument for partially dominated cliques is analogous.

We now discuss the other direction. To this end, consider any r-dominating
set S that is a witness for the partition P. Let H be the naturally defined family
consisting of sets corresponding to vertices in Z := S ∩ (V \ X). Recall that the
universe consists of every element that is not happy in X. Such vertices must
be r-dominated by vertices in Z—and since S is a witness for P, the vertices in
D�r−2 that are not happy must be at a distance of at most r − 2 from Z, and
similarly, vertices in Dr−1 (respectively, Dr) that are not happy must be at a
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distance of exactly r − 1 (respectively, r) from Z. The fact that these vertices,
consequently, are covered by the corresponding sets follows from the definition
of the sets. In particular, for instance, if a vertex v ∈ D�r−2 is at a distance of
at most r− 2 from w ∈ Z, then v ∈ Sw, and Sw ∈ H, and so on. This concludes
the argument in the reverse direction. �

We are now ready to summarize our algorithm. We begin by guessing a
partition of X into Y 	 D�r−2 	 Dr−1 	 Dr, and retain only the potentially good
partitions. We then form an appropriate instance of Set Cover based on vertices
that are relevant to the semantics of the partition. By Lemma 5, a set cover
corresponds to the desired r-dominating set, and we are done. We now turn to
an analysis of the running time of the algorithm, which is given by:

k∑

i=0

(
k

i

)
3k−i · 2k−i =

k∑

i=0

(
k

i

)
6k−i = 7k

This concludes our discussion for parameterization by CVD.

5 (r-)Efficient Dominating Set

For the Efficient Dominating Set problem parameterized by SVD, we pro-
pose a branching algorithm, while the FPT algorithm for the CBDS parameter
is based on studying interactions with the modulator. For the r-Dominating
Set problem parameterized by CVD, the first part of our FPT algorithm, espe-
cially pertaining to the overall approach and the sanity check phase, will be
quite similar to our algorithm for the r-DS problem parameterized CVD. The
key difference emerges in our set cover formulation.

6 Concluding Remarks

We generalized several known algorithms for the problems of Dominating Set
and Efficient Dominating Set when parameterized by the vertex-deletion
distance to tractable graph classes. We introduced a new parameter in this con-
text, which was the deletion to cobipartite graphs, which is smaller than the
CVD parameter. The most immediate directions for future work is to under-
stand the parameterized complexity for the cases that we have not resolved as
stated in the summary table (c.f. Table 1). These include the complexity of r-DS
and r-EDS parameterized by SVD as well as r-EDS parameterized by CBDS.
It would also be interesting to understand if there is a meta property of G \ X

that makes domination problems tractable when parameterized by |X|.
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Abstract. We study cube-free words over arbitrary non-unary finite
alphabets and prove the following structural property: for every pair
(u, v) of d-ary cube-free words, if u can be infinitely extended to the
right and v can be infinitely extended to the left respecting the cube-
freeness property, then there exists a “transition” word w over the same
alphabet such that uwv is cube free. The crucial case is the case of the
binary alphabet, analyzed in the central part of the paper.

The obtained “transition property”, together with the developed tech-
nique, allowed us to solve cube-free versions of three old open problems
by Restivo and Salemi. Besides, it has some further implications for
combinatorics on words; e.g., it implies the existence of infinite cube-free
words of very big subword (factor) complexity.

1 Introduction

The concept of power-freeness is in the center of combinatorics on words. This
concept expresses the restriction on repeated blocks (factors) inside a word:
an α-power-free word contains no block which consecutively occurs in it α or
more times. For example, the block an in the word banana is considered as
having 5/2 consecutive occurrences; thus the word banana is 3-power-free (cube-
free) but not (5/2)-power-free or 2-power-free (square-free); the block mag in
the word magma occurs consecutively 5/3 times, and so magma is square-free.
Power-free words and languages are studied in lots of papers starting with the
seminal works by Thue [19,20], who proved, in particular, the infiniteness of the
sets of binary cube-free words and ternary square-free words. However, many
phenomena related to power-freeness are still not understood. One group of
problems about power-free words concerns their structure and extendability.
In 1985, Restivo and Salemi presented [15] a list of five problems, originally
considered only for ternary square-free words and binary overlap-free words, but
equally important for every power-free language. Suppose that a finite alphabet
Σ is fixed and we study α-power-free words over Σ. Here are the problems.

Problem 1. Given an α-power-free word u, decide whether there are infinitely
many α-power-free words having (a) the prefix u; or (b) the suffix u; or
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(c) the form vuw, where v and w have equal length. (Such words u are called,
respectively, right extendable, left extendable, and two-sided extendable.)

Problem 2. Given an α-power-free word u, construct explicitly an α-power-free
infinite word having u as prefix, provided that u is right extendable.

Problem 3. Given an integer k ≥ 0, does there exist an α-power-free word u such
that (i) for some word v of length k the word uv is α-power free and (ii) for
every word v′ of bigger length, uv′ is not α-power free.

Problem 4. Given α-power-free words u and v, decide whether there is a “tran-
sition” from u to v (i.e., does there exist a word w such that uwv is α-power
free).

Problem 5. Given α-power-free words u and v, find explicitly a transition word
w, if it exists.

These natural problems appear to be rather hard. Only for Problem 1a,b
there is a sort of a general solution: a backtracking decision procedure exists for
all k-power-free languages, where k ≥ 2 is an integer [3,4]. In a number of cases,
the parameters of backtracking were found by computer search, so it is not clear
whether this technique can be extended for α-power-free words with rational α.
The decision procedure also gives no clue to Problem 2.

There is a particular case of binary overlap-free words, for which all prob-
lems are solved in [1,15] (more efficient solutions were given in [2]). These words
have a regular structure deeply related to the famous Thue-Morse word, and it
seems that all natural algorithmic problems for them are solved. For example,
the asymptotic order of growth for the binary overlap-free language is computed
exactly [6,7], and even the word problem in the corresponding syntactic monoid
has a linear-time solution [18]. Most of the results can be extended, with addi-
tional technicalities, to binary α-power-free words for any α ≤ 7/3, because
the structure of these words is essentially the same as of overlap-free words
(see, e.g., [8]). However, the situation changes completely if we go beyond the
polynomial-size language of binary (7/3)-power-free words. In the exponential-
size α-power-free languages1 the diversity of words is much bigger, so it becomes
harder to find a universal decision procedure. The only results on Problems 1–5
apart from those mentioned above are the positive answers to Problem 3 (includ-
ing its two-sided analog) for the two classical test cases: for ternary square-free
words [12] and for binary cube-free words [11].

In this paper, we study cube-free words over arbitrary alphabets. Still, the
crucial case is the one of the binary alphabet; the central part of the paper is
the proof of the following transition property of binary cube-free words.

Theorem 1. For every pair (u, v) of binary cube-free words such that u is right
extendable and v is left extendable, there exists a binary word w such that uwv
is cube free.
1 For α > 7/3, the language of binary α-power-free words has exponential size [8]. The
exponential conjecture says that for k ≥ 3 all infinite power-free languages over k
letters have exponential size. This conjecture is proved for k ≤ 10 [9,10] and odd k
up to 101 [21].
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After proving Theorem 1 in Sect. 3, we use it and its proof to derive further
results. In Sect. 4 we prove the transition property for arbitrary alphabets, while
in Sect. 5 we use this property to solve Restivo-Salemi Problems 2, 4, and 5.
Thus, all Restivo–Salemi problems for binary cube-free words are solved; this
is the first fully solved case since the original publication of the problems. For
cube-free words over bigger alphabets, only Problem 3 is not yet solved.

We finish the introduction with two remarks. First, the result of Theorems 1
and 3 was conjectured, in a slightly weaker form, for all infinite power-free lan-
guages [17, Conj 1]. This conjecture is related to the properties of finite automata
recognizing some approximations of power-free languages and was supported by
extensive numerical studies. The transition words can be naturally interpreted as
transitions in those automata and the transition property forces the automata to
be strongly connected. Second, recently it was shown [16, Thm 39] that the tran-
sition property implies the existence of infinite α-power-free words of very big
subword complexity. Namely, Theorems 1 and 3 imply that for every d ≥ 2 there
exists a d-ary cube-free infinite word which contains all two-sided extendable
d-ary cube-free finite words as factors.

2 Preliminaries

Notation and Definitions. By default, we study words over finite alphabets Σd of
cardinality d ≥ 2, writing Σd = {a, b, c1, . . . , cd−2} (mostly we work with Σ2 =
{a, b}). Standard notions of factor, prefix, and suffix are used. The set of all finite
(nonempty finite, infinite) words over an alphabet Σ is denoted by Σ∗ (resp.,
Σ+, Σ∞). Elements of Σ+ (Σ∞) are treated as functions w : {1, . . . , n} → Σ
(resp., w : N → Σ). We write [i..j] for the range i, i+1, . . . , j of positive integers;
the notation w[i..j] stands for the factor of the word w occupying this range
as well as for the particular occurrence of this factor in w at position i. Note
that w[i..i] = w[i] is just the ith letter of w. Let w[i1..j1] and w[i2..j2] be two
factors of w. If the ranges [i1..j1] and [i2..j2] have a nonempty intersection, their
intersection and union are also ranges; we refer to the factors of w, occupying
these ranges, as the intersection and the union of w[i1..j1] and w[i2..j2]. The
word ←−w = w[n] . . . w[1] is called the reversal of the word w of length n.

We write λ for the empty word and |w| for the length of a word w (infinite
words have length ∞). A word w has period p < |w| if w[1..|w|−p] = w[p+1..|w|];
the prefix w[1..p] of w is the root of this period of w. One of the most useful
properties of periodic words is the following.

Lemma 1 (Fine, Wilf [5]). If a word u has periods p and q and |u| ≥ p+ q −
gcd(p, q) then u has period gcd(p, q).

A cube is a nonempty word of the form uuu, also written as u3; we refer to
u, |u| as the root and the period of this cube. A word is cube-free (overlap-free)
if it has no cubes as factors (resp., no factors of the form cwcwc, where c is a
letter). There exist binary overlap-free (and thus cube-free) infinite words [20].
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Let Σd be fixed. A word w ∈ Σ∗
d ∪Σ∞

d is called a right context of a cube-free
word u ∈ Σ∗

d if uw is cube free; we call u right extendable if it has an infinite right
context (or, equivalently, infinitely many finite right contexts). Left contexts and
left extendability are defined in a symmetric way.

The Thue–Morse morphism θ is defined over Σ+
2 by the rules θ(a) = ab,

θ(b) = ba. The fixed points of θ are the infinite Thue-Morse word

T = abbabaabbaababbabaababbaabbabaab · · ·
and its complement, obtained from T by exchanging a’s and b’s. We refer to the
factors of T as Thue-Morse factors. The word T, first introduced by Thue in
[20] and rediscovered many times, possesses a huge number of nice properties; we
need just a few. The Thue-Morse word is overlap free, uniformly recurrent (every
Thue-Morse factor occurs in T infinitely many times with a bounded gap), and
closed under reversals (u is a Thue-Morse factor iff ←−u is).

Uniform words and markers. We call a word w ∈ Σ∗
2 uniform if w = cθ(u)d

for some c, d ∈ {a, b, λ}, u ∈ Σ∗
2 ; a uniform word with d = λ is right aligned.

Similarly, a uniform infinite word has the form cθ(u) for c ∈ {a, b, λ}, u ∈
Σ∞

2 . Such “almost” θ-images play a crucial role in further considerations. Note
that all factors and suffixes of T are uniform. The following observations are
straightforward.

Observation 1. A word u ∈ Σ2 is uniform iff all occurrences of factors of the
form cc in u, where c ∈ Σ2, are at positions of the same parity.

Observation 2. A cube-free word u ∈ Σ2 is non-uniform iff it contains at least
one of the factors aabaa, aababaa, bbabb, bbababb.

All right (resp., left) contexts of the word ababa begin (resp., end) with a,
so ababa occurs in a cube-free word only as a prefix/suffix or inside the non-
uniform factor aababaa (same argument applies to babab). This allows us to
view binary cube-free words as sequences of uniform factors separated by mark-
ers aabaa, ababa, babab, and bbabb, which break uniformity. The importance of
markers for the analysis of cube-free words is demonstrated by the following
theorem, proved in Sect. 3.2.

Theorem 2. Every right-extendable cube-free word u ∈ Σ2 has an infinite right
context with finitely many markers.

3 Proof of the Transition Property for Binary Words

The proof of Theorem 1 consists of two stages. In the first stage we show
that its result is implied by Theorem 2. In the second stage we prove
Theorem 2. All words in this section are over Σ2 if the converse is not stated
explicitly. Proofs omitted due to space constraints can be found in the full
version: arXiv:1812.11119.
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3.1 Reduction to Theorem 2

Lemma 2. Suppose that cube-free words u and v have right contexts which are
Thue-Morse factors of length 2|u| and 2|v| respectively. Then there exists a word
w such that uw←−v is cube free.

Proof. Let u1 and v1 be the mentioned contexts of u and v respectively. Since
T is recurrent and closed under reversals, there exists a Thue-Morse factor w =
u1w1

←−v1 for some w1 	= λ. Assume to the contrary that uw←−v contains a cube
of period p. Since w is overlap free, such a cube cannot intersect u and ←−v
simultaneously by the length argument. W.l.o.g. assume that the cube intersects
u. Then it must contain the whole u1. Hence p is a period of u1 and thus
p ≥ |u1|/2 ≥ |u| because u1 is overlap free. Further, the overlap-freeness of w
means that u contains at least the whole period of the cube, implying p ≤ |u|. So
we have |u| = p and the cube is a prefix of uw←−v . But in this case |u1| ≥ 2p and
the cube is contained in the cube-free word uu1, resulting in a contradiction. 
�

We say that a cube-free word u is T-extendable if it has a right context of
the form wT[n..∞] for some w ∈ Σ∗, n ≥ 1. By Lemma 2, if the words u and←−v are T-extendable, there is a word w such that uwv is cube-free. We analyze
T-extendability in Lemmas 3–5.

Lemma 3. If a uniform cube-free word u has a right context of length 3, or is
right aligned and has a right context of length 2, then u is T-extendable.

Here we give only the construction. There is nothing to prove if u is a factor
of T, so assume it is not. If u = u′ab is right aligned then one of the words

v = uT[6..∞] = u′ab aabbaababba · · · , v = uT[20..∞] = u′ab babbaabbaba · · ·

is cube free. The case of non-aligned word (u = u′aba or u = u′baa) is reduced
to the aligned case for the words u′ab and u′baab respectively.

Next we extend T-extendability to the words with long uniform contexts.

Lemma 4. If a cube-free word u has a uniform right context w such that |w| ≥
2|u| + 3 and w has no prefix ababa or babab, then u is T-extendable.

Some right-extendable words have no long uniform right contexts, as Fig. 1
shows. However, a weaker property is enough for our purposes.

3

9

27
a

a a

a

a
b

b

b

b

. . .

(babbaababbabbaababbabbaabba)2babbaababbabbaababbabb

Fig. 1. A right-extendable word of length 76 having no long uniform right contexts:
all its infinite right contexts begin with the marker aabaa.
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Lemma 5. Every cube-free word having an infinite right context with finitely
many markers is T-extendable.

Proof. Let u be the word and w be its context from the conditions of the lemma.
The finiteness of the number of markers allows us to write w = w1v, where
v is uniform. Then uw1 has an infinite uniform right context, and hence is
T-extendable by Lemma 4. Then u is T-extendable as well. 
�

Thus if Theorem 2 holds, then Lemmas 5 and 2 imply Theorem 1.

3.2 Proof of Theorem 2

0

q

lp 2p 3p

p

2p

p

2

Fig. 2. The restrictions on periods
of periodic factors in the word uw
(Lemma 6).

We prove Theorem 2 by reductio ad absur-
dum; to obtain a contradiction, we use the
following lemma on cube-free words over
an arbitrary alphabet. (For Theorem 2,
bounding k in Lemma 6 by any function
of n would be sufficient; better bounds can
be useful for algorithmic applications.)

Lemma 6. Let u be a cube-free word of
length n over an arbitrary fixed alphabet
and let u have a length-k right context w
with the following property: for each i =
1, . . . , k, there is an integer pi ≥ 2 such
that the suffix of length 3pi −2 of the word u·w[1..i] has period pi and, moreover,
pi 	= pi+1. Then k = O(log n); more precisely, k ≤ max{1, 8.13 log n − 15.64}.
Proof. In the proof we can assume k ≥ 2. Let 1 ≤ i < j ≤ k, p = pi, q = pj ,
l = j − i, and let v be the intersection of the periodic suffixes of u·w[1..i] and
u·w[1..j] (see Fig. 3a,b). If |v| ≥ p+ q − gcd(p, q), then v has the period gcd(p, q)
by Lemma 1. If p 	= q, this means that the root of the longer periodic suffix is an
integer power of a shorter word; thus uw contains a cube, which is impossible.
If p = q, then we are in the situation shown in Fig. 3b, and the union of two
suffixes has period p and the length 3p − 2 + l. In this case, l ≥ 2 by conditions
of the lemma, so we again obtain a cube. Thus we conclude that

|v| ≤ p + q − gcd(p, q) − 1. (1)

v

(a)
j1

u w

i

v

(b)
j1

u w

i

Fig. 3. The mutual location of periodic factors in the word uw (Lemma 6).
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The case in Fig. 3b corresponds to |v| = 3q − 2− l. Comparing this condition
to (1), we get q ≤ p+l

2 (but q = p only if l ≥ 2p − 1 and q = p/2 only if
l ≥ p/2−1). Similarly, the case in Fig. 3a corresponds to |v| = 3p−2 and we get
q > 2p from (1). Thus, all possible values of q are outside the red area in Fig. 2.

Now we estimate how many elements of the sequence {p1, . . . , pk} can belong
to the range [p..2p] for some fixed p ≥ 2. This is an analog of [13, Lemmas 4,5]
and [14, Lemma 9]. Let i0 < i1 < · · · < is be the list of all positions such
that the periodic suffix of u·w[1..ij ] has the period from the range [p..2p]; let
q0, . . . , qs denote these periods. Then Fig. 2 gives us the lower bound for the
distance lj = ij+1 − ij between consecutive positions from the list:

lj ≥ 2qj+1 − qj ; lj ≥ 2qj+1 − 1 if qj+1 = qj ; lj ≥ qj+1 − 1 if qj+1 = qj/2. (2)

The densest packing of the numbers ij , satisfying the restrictions (2), is achieved
for q0 = 2p − 1, q1 = q3 = q5 = · · · = p, q2 = q4 = q6 = · · · = p + 1: one can take
i0 = 1, i1 = 2, and i2j = i2j−1 + p + 2, i2j+1 = i2j + p − 1 for all subsequent
positions. Since is ≤ k, we have

⌈
s−1
2

⌉ · (p+2)+
⌊

s−1
2

⌋ · (p−1)+2 ≤ k, implying
the upper bound for the number of periods from the range [p..2p]:

s+1 ≤ 2(k − 2)
2p + 1

+ 2. (3)

Since 3p − 2 ≤ |uw| = n + k, the maximum possible value of p is
⌊

n+k+2
3

⌋
. We

partition all possible periods into r ranges of the form [p..2p]:

[2..4], [5..10], [11..22], . . . ,
[
3 · 2r−1−1..

⌊
n+k+2

3

⌋]
.

The number of ranges thus satisfies r ≤ log n+k+2
9 + 1. The sum of the upper

bounds (3) for all ranges is at least k; observing that the number 2p+1 in (3) is
the first period from the range next to [p..2p], we can write

k ≤ 2(k − 2)·
r∑

i=1

1
3 · 2i−1

+ 2r. (4)

The sum in (4) is bounded by 1
5 + 1

11 + 1
23 + 1

47 · ∑∞
i=0

1
2i < 0.377; substituting

this value and the upper bound for r, we get

0.246(k − 2) ≤ 2 log n+k+2
9 . (5)

For k ≥ n − 1, (5) implies 0.246(k − 2) ≤ 2 log 2k+3
9 , but this inequality fails for

k ≥ 2. So k ≤ n−2 and we replace (5) with the inequality 0.246(k−2) ≤ 2 log 2n
9 ;

it gives, after arithmetic transformations, the required bound on k. 
�
Proof (Proof of Theorem 2). For the sake of contradiction, assume that all infi-
nite right contexts of some right-extendable cube-free word u contain infinitely
many markers. W.l.o.g. we can assume that u ends with a marker (if not, choose
a prefix v of an infinite right context of u such that uv ends with a marker, and
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replace u with the word uv having the same property of right contexts). Let z
be the marker which is a suffix of u. For example, if u is the word written in the
“trunk” of the tree in Fig. 1, then z = bbabb.

By our assumption, u has no infinite uniform right contexts. Thus u has
finitely many uniform right contexts (in Fig. 1 such contexts are λ, a, aa, aab,
aaba, and aabb). Other uniform words, being appended to u, produce cubes; in
Fig. 1, appending a word beginning with ab (resp., aabab, aabba) gives the cube
(bab)3 (resp., (babbaabab)3, (babbaababbabbaababbabbaabba)3). All these cubes
contain markers and illustrate three types of cubes with respect to the occur-
rences of markers (x below denotes the root of the cube):

– mini : x2 contains no markers, x3 contains a marker (example: x = bab);
– midi : x contains no markers, x2 contains a marker (example: x = babbaabab);
– maxi : x contains markers (example: x = babbaababbabbaababbabbaabba);

Note that mini cubes are exactly those having the root x ∈ {ab, ba, aba, bab}.
Further, the intersection of two markers in a cube-free word is either empty or
one-letter; this fact implies that each midi cube contains exactly two markers.

We call w a semi-context of u if uw ends with a cube but u·w[1..|w|−1] is
cube free. Next we show the following fact:

(∗) The word u has two distinct uniform semi-contexts w1 and w2 such that
uw1 and uw2 end with midi or maxi cubes.

To prove (∗) we need a case analysis. W.l.o.g., z begins with a. Let w be an
infinite right context of u.
Case 1: z = aabaa. We have u = · · · baabaa, so w cannot begin with a or baa
because uw is cube-free. So w begins with bba, babba, or baba. In the first case,
some prefixes of words

uT[2..∞] = · · · baabaa bba baababba · · · , (6)
uT[22..∞] = · · · baabaa bba abbabaab · · · (7)

must end with cubes. The longest common prefix ubba of these words is cube
free as a prefix of uw, so these cubes are different, contain the marker z, and
are not mini. Hence we can take some prefixes of T[2..∞] and T[22..∞] as the
semi-contexts required in (∗). If w begins with babba, the same result is obtained
with prefixes of the words

uT[12..∞] = · · · baabaa babba baabbaab · · · , (8)
uT[20..∞] = · · · baabaa babba abbabaab · · · (9)

Finally, if w begins with baba, we can take one word from each pair (say, uT[2..∞]
and uT[12..∞]). Their longest common prefix is the cube-free word ub, so the
cubes given by the corresponding semi-contexts are distinct.
Case 2: z = ababa. Here w = ab · · · . Taking the pair of words

uT[7..∞] = · · · ababa ab baababba · · · , (10)
uT[19..∞] = · · · ababa ab abbaabba · · · , (11)
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we achieve the same result as in Case 1: some prefixes of these words end with
midi or maxi cubes, and these cubes are distinct because the common prefix uab
of the presented words is cube-free. Thus, (∗) is proved.

Now take the semi-contexts w1, w2 given by (∗) such that uw1 and uw2 end
with cubes x3

1 of period p1 and x3
2 of period p2 respectively. Let w be the longest

common prefix of w1 and w2; w.l.o.g., w1 = waw′
1, w2 = wbw′

2. In both x3
1

and x3
2, the suffix z of u is the rightmost marker and hence matches an earlier

occurrence of the same marker in u. These occurrences are different, because z
is followed by wa in x3

1 and by wb in x3
2. In particular, p1 	= p2. W.l.o.g., p1 > p2;

then x1 contains z and so x3
1 is maxi (see Fig. 4).

. . .
zu w2

w1

p2

p1

Fig. 4. Semi-contexts w1 and w2 of the word u: periods of cubes and corresponding
markers. Three grey factors are markers equal to z, other markers are not shown.

Let z1 = z, z2, . . . , zm be all markers in u, right to left. We factorize u as
u = ym · · · y2y1, where yi begins with the first letter after zi+1 (ym is a prefix of
u) and ends with the last letter of zi (even if zi+1 and zi overlap); see Fig. 5 for
the example. Assume that zj+1 matches z1 in the maxi cube x3

1 (note that j ≥ 2,
because a marker with a smaller number matches z1 in x3

2; j = 3 in Fig. 5). Then
zj−1, . . . , z1 are in the rightmost occurrence of x1, and zj is either also in this
occurrence or on the border between the middle and the rightmost occurrences
(in Fig. 5, the latter case is shown). Depending on this, x3

1 contains either 3j
or 3j−1 markers. Further, we see that w1 is a prefix of yj , y1 = yj+1, . . . ,
y2j−2 = y3j−2.

ym y8 y7 y6 y5 y4 y3 y2 y1

u w1

· · ·zm z9 z8 z7 z6 z5 z4 z3 z2 z1

Fig. 5. Marker-based factorization of the word u. Markers are grey, arcs indicate the
cube after appending w1 to u.

Let us extend u to the right by a context y0 such that uy0 is right extend-
able, y0 ends with a marker z0, and all proper prefixes of y0 are uniform.
Applying all the above argument to uy0 and its factorization ym · · · y1y0, we get
another maxi cube (say, x3

0) and the corresponding set of equalities between yi’s.
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Note that y0 	= yj : as was mentioned in the previous paragraph, yj has the prefix
w1, while y0 cannot have this prefix because uw1 contains a cube.

Let us iterate the procedure of appending a context k times, getting a right-
extendable word uy = ym · · · y1y0 · · · y1−k as the result (according to our assump-
tion on u, the number k can be arbitrarily big). Now consider the finite alphabet
Γ = {ym, . . . , y1, y0, . . . , y1−k} and let U = ym · · · y2y1, Y = y0 · · · y1−k be words
over Γ . They are cube free and Y is a length-k right context of U . Each word
U ·Y [1..i] ends with a suffix having some period pi and length 3pi−2 or 3pi−1. In
addition, pi 	= pi+1, because y−i 	= ypi−i. So all conditions of Lemma 6 are sat-
isfied, and we apply it to get an upper bound on k. The existence of this bound
contradicts our assumption that all infinite right contexts of u have infinitely
many markers. The theorem is proved. 
�

4 Transition Property for Big Alphabets

Here we extend the results of the previous section to arbitrary finite alphabets.

Theorem 3. For every d ≥ 3 and every pair (u, v) of d-ary cube-free words
such that u is right extendable and v is left extendable, there exists a d-ary word
w such that uwv is cube free.

As in the binary case, we use an auxiliary theorem about the existence of a
context with finitely many markers (but the markers are different now).

Theorem 4. Let d ≥ 3. Every right-extendable cube-free word u ∈ Σ∗
d has an

infinite right context with finitely many occurrences of all letters except a and b.

To prove this result, we follow the proof of Theorem 2, with the role
of markers now played by the “c-letters” c1, . . . , cd−2. The details are in
arXiv:1812.11119.

Proof (of Theorem 3). By Theorem 4, the word u ∈ Σ∗
d has an infinite right

context with finitely many c-letters. First we note that we can choose such
a context containing a c-letter (if a context w is over Σ2, one can get another
context of u replacing, say, the letter w[|u|] with c1). So we can write this context
w as xu1, where x ends with a c-letter and u1 ∈ Σ∞

2 . Let u1 be the prefix of
u1 of length 
|ux|/2�. In the same way, we take a right context ←−y ←−v1 of ←−v
and the prefix ←−v1 ∈ {a, b}∗ of ←−v1 of length 
|yv|/2�. Then the binary words
u1, v1 are cube free, u1 is right extendable, and v1 is left extendable. Applying
Theorem 1, we take a binary transition word w1 such that u1w1v1 is cube free.
Then s = uxu1w1v1yv is cube free. Indeed, x ends with a c-letter, y begins with
a c-letter, and these c-letters are separated by a cube-free word over Σ2. Hence
a cube in s, if any, must contain one of these c-letters. But the lower bounds on
|u1| and |v1| imply that this c-letter cannot match another c-letter to produce
a cube (recall that uxu1 and v1yv are cube free). Thus s is cube-free and we
obtain a transition word xu1w1v1y for the pair (u, v). 
�
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5 Solving the Restivo-Salemi Problems and Future Work

To give the solutions to the Restivo–Salemi Problems 2, 4, and 5, recall the
solution to Problem 1a [4]: a d-ary α-power-free word u is right extendable iff
it has a right context of length fα,d(|u|) for some computable function fα,d.
Algorithm 1 below solves Problem 4.

Algorithm 1. Deciding the existence of a transition word for cube-free words
u, v ∈ Σ∗

d

– For all w ∈ Σ∗
d such that |w| ≤ f3,d(|u|) check whether w is a right context of u

– If a context w with the suffix v is found, return “yes”
– If no context of length f3,d(|u|) is found, return “no”
– Else � u is right extendable

• For all w ∈ Σ∗
d such that |w| ≤ f3,d(|v|) check whether w is a left context of v

• If a context w with the prefix u is found, return “yes”
• If no context of length f3,d(|v|) is found, return “no”
• Else return “yes” � v is left extendable; apply Theorem 1 or 3

The natural next step is to find an efficient algorithm for Problem 4. The
function f3,d(n) is sublinear, but the search space is still of size 2nΩ(1)

. The
possible way to a polynomial-time solution is to strengthen the connection with
Lemma 6 to show that it is sufficient to process the contexts of length O(log n),
where n = max{|u|, |v|}.

For Problem 2, the first step is the reduction to the binary case. Let u ∈ Σd,
d ≥ 3, be a right-extendable cube-free word; we write u = u′cu′′, where c is the
rightmost c-letter in u. We check all cube-free words w ∈ Σ∗

2 such that u′′w is
right extendable and |u′′w| = 
|u|/2� for being right contexts of u. If w is a right
context of u, then any (binary) right context of u′′w is a right context of uw, so
the problem is reduced to binary words. If no word w suits, we take the shortest
right context of u of the form vc, where v ∈ Σ∗

2 , c ∈ {c1, . . . , cd−2} such that
the word u1 = uvc is right extendable; such a context can be found in finite
time because |v| < |u|/2. Then we replace u by u1 and repeat the search of long
binary right contexts. By Theorem 4, we will succeed after a finite number of
iterations, and Lemma 6 gives the upper bound on the maximum number k of
iterations depending on |u|. Thus we end this step getting a word yû such that
uyû is cube free, û ∈ Σ∗

2 , and all binary right contexts of û are right contexts of
uyû. If u is binary, we skip this step setting û = u.

On the second step we further reduce the problem to uniform words. We
act as in the first step, using Theorem 2 and Lemma 4. Namely, we check for
uniform contexts and if û has no uniform context w of length 2|û| + 3 such that
ûw is right extendable and w has no prefix ababa/babab, we append the shortest
context v ending with a marker, repeating the search for û1 = ûv. Theorem 2
guarantees that we will find the required uniform context in at most k iterations,
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where k is as in Lemma 6. Thus at this step we build a right context ŷŵ of û
such that ûŷŵ is right extendable, |ŵ| ≥ 2|ûŷ| + 3 and ŵ is uniform and has no
prefix ababa/babab.

Finally we choose, as described in Lemma 4, a suffix T[r..∞] of T which
is a right context of ŵ: if ŵ = T[i..j] for some i, j, then we take r = j + 1,
otherwise the choice is performed according to Case 1 in the proof of Lemma 3.
Now Lemma 4 guarantees that ûŷŵT[r..∞] is cube free. Thus the infinite right
context of the original word u is given by the finite word Y = yûŷŵ and the
number r. The above description is summarized below as Algorithm 2.

Algorithm 2. Finding an infinite right context of a right-extendable cube-free
word u ∈ Σ∗

d

– U ← u, Y ← λ
– If U is not binary � 1st step

• While U has no long binary right context
∗ Find the shortest right context vc ending with a c-letter
∗ U ← Uvc, Y ← Y vc

• û ← long binary right context of U , Y ← Y û
– Else û = u
– While û has no long uniform right context without prefix ababa/babab � 2nd step

• Find the shortest right context v such that ûv ends with a marker
• û ← ûv, Y ← Y v

– ŵ ← long uniform right context of û without prefix ababa/babab, Y ← Y ŵ
– Find r such that T[r..∞] is a right context of ŵ � final step
– return Y, r

Again, the natural direction of the future work is to make Algorithm 2
efficient.

Finally we approach Problem 5. We first run Algorithm 1, which can pro-
vide us with an example of a transition word if u or ←−v is not right extend-
able. If both u,←−v are right extendable, we run for each of them Algorithm 2,
getting Y1, Y2, r1, r2 such that uY1T[r1..∞] and

←−
T [∞..r2]Y2v are cube free. It

remains to use Lemma 2: take big enough r′
1, r

′
2 and find a word w such that

T[r1..r′
1]w

←−
T [r′

2..r2] is a factor of T and a transition word for the pair (uY1, Y2v);
the uniform recurrence of T ensures that the word w can be found in finite time.
Thus Y1T[r1..r′

1]w
←−
T [r′

2..r2]Y2 is the transition word for the pair (u, v), so Prob-
lem 5 is solved.

Once again, it is clear that some steps of the above solution can be sped up,
so it would be nice to finally get a polynomial-time algorithm for Problem 5
(and thus for Problems 1, 2, 4 as well). From the experimental study we learned
that if a length-n cube-free word is not right extendable, then likely not only all
its right contexts have the length O(log n), but the number of such contexts is
O(log n). The proof of this fact would lead to a linear-time solution of Problem 1.
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Another obvious continuation of the current research is the study of the same
problems for other power-free languages. One line is to use Thue-Morse words
to solve Problems 2, 4, and 5 for other binary power-free languages. The other
line is to obtain similar results for ternary square-free words, in the absence of
such a strong tool as Thue-Morse words.
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Abstract. We consider the problem of decomposing a positive DNF
into a conjunction of DNFs, which may share a (possibly empty) given
set of variables Δ. This problem has interesting connections with tra-
ditional applications of positive DNFs, e.g., in game theory, and with
the broad topic of minimization of boolean functions. We show that the
finest Δ-decomposition components of a positive DNF can be computed
in polynomial time and provide a decomposition algorithm based on fac-
torization of multilinear boolean polynomials.

1 Introduction

The interest in decomposition of positive DNFs stems from computationally
hard problems in game theory, reliability theory, the theory of hypergraphs and
set systems. A survey of relevant literature can be found in [1]. In the context of
voting games, boolean variables are used to represent voters and the terms of a
positive DNF correspond to the winning coalitions, i.e., the groups of voters, who,
when simultaneously voting in favor of an issue, have the power to determine
the outcome of the vote (i.e., in this case the DNF is evaluated as true). Dual to
them are blocking coalitions, i.e., those that force the outcome of the vote to be
negative, irrespective of the decisions made by the remaining voters. The problem
to find blocking coalitions with a minimal number of voters is easily shown to
be equivalent to the hitting set problem, which is NP-complete. Decomposing a
DNF into components allows for reducing this problem to inputs having fewer
variables.

In this paper, we consider decomposition of a positive DNF into a conjunc-
tion of DNFs sharing a given (possibly empty) subset of variables Δ, with the
remaining subsets of variables being disjoint (in this case we say that a DNF
is Δ-decomposable). In particular, each of the components has fewer variables
than the original formula. Besides dimensionality reduction, decomposition of

This work was supported by the grant of Russian Foundation for Basic Research No.
17-51-45125 and by the Ministry of Science and Education of the Russian Federation
under the 5-100 Excellence Program.

c© Springer Nature Switzerland AG 2019
R. van Bevern and G. Kucherov (Eds.): CSR 2019, LNCS 11532, pp. 325–336, 2019.
https://doi.org/10.1007/978-3-030-19955-5_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19955-5_28&domain=pdf
https://doi.org/10.1007/978-3-030-19955-5_28


326 D. Ponomaryov

this kind facilitates finding a more compact representation of a positive boolean
function. For example, the following DNF can be represented as a conjunction
of two formulas:

xa ∨ xb ∨ ya ∨ yb ≡ (x ∨ y) (a ∨ b) (1)

i.e., it is ∅-decomposable into the components x ∨ y and a ∨ b. The following
DNF is not ∅-decomposable, but it is {d1, d2}-decomposable:

xad1 ∨ xbd1d2 ∨ yad1d2 ∨ ybd2 ≡ (xd1 ∨ yd2) (ad1 ∨ bd2) (2)

which can be easily verified by converting the expression into DNF.
In other words, Δ-decomposition allows for common Δ-variables between the

components and partitions the remaining variables of a formula. Decomposition
into variable disjoint components (i.e., Δ-decomposition for Δ = ∅) is known
as disjoint conjunctive decomposition, or simply as AND-decomposition. The
notion of OR-decomposition is defined similarly.

The minimization of positive DNFs via decomposition in the sense above is
related to open questions, not sufficiently addressed in the previous literature.
For example, there is a fundamental work by Brayton et al. on the multilevel syn-
thesis [2], which provides minimization methods with heuristics working well for
arbitrary boolean functions. However, this contribution leaves space for research
on minimization for special classes of functions, where the problem is potentially
simpler. This is evidenced by the research in [3] and [4], for example.

It has been observed that the quality of multilevel decomposition (i.e., alter-
nating AND/OR–decomposition) of DNFs strongly depends on the kind of
decomposition used at the topmost level. As a rule, OR–decomposition has a
priority over AND-decomposition in applications, since it is computationally
trivial (while AND-decomposition is considered to be hard and no specialized
algorithms for DNFs are known). However, choosing AND-decomposition at the
topmost level may provide a more compact representation of a boolean function.
For example, application of “AND–first” strategy gives a representation of the
following positive DNF

absu ∨ absv ∨ absw ∨ abtu ∨ abtv ∨ abtw ∨ abxy ∨ abxz∨
acsu ∨ acsv ∨ acsw ∨ actu ∨ actv ∨ actw ∨ acxy ∨ acxz∨
desu ∨ desv ∨ desw ∨ detu ∨ detv ∨ detw ∨ dexy ∨ dexz

in the form (ab ∨ ac ∨ de) (su ∨ sv ∨ sw ∨ tu ∨ tv ∨ tw ∨ xy ∨ xz). Further,
OR–decomposition of the second component gives su ∨ sv ∨ sw ∨ tu ∨ tv ∨ tw
and xy ∨ xz (the first component similarly OR-decomposes syntactically).
Finally, AND-decomposition of the obtained formulas gives a representation

(a(b ∨ c) ∨ de)((s ∨ t)(u ∨ v ∨ w) ∨ x(y ∨ z),

which is a read-once formula of depth 4 having 13 occurrences of variables.
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On the contrary, Espresso1, which implements OR–decomposition at the top-
most level, gives a longer expression:

x(a(c ∨ b) ∨ de)(z ∨ y) ∨ (a(c ∨ b) ∨ de)(t ∨ s)(w ∨ v ∨ u)

which is a formula of depth 5 having 18 occurrences of variables and this
formula is not read-once.

Bioch [1] studied (variable disjoint) decompositions of positive boolean func-
tions in the form ϕ ≡ F (G(XA),XB), where {XA,XB} is a partition of the
variables of ϕ and F,G are some (positive) boolean functions. The set XA is
called a modular set of ϕ in this case. By taking ϕ = x1 ∨ . . . ∨ xn, one can see
that the number of modular sets of ϕ is exponential in n (since any subset of
the variables is modular). Bioch showed that one can compute a tree in time
polynomial in the size of an input positive DNF, which succinctly represents all
its modular sets. Given a modular set XA, the corresponding component G(XA)
can be also computed in polynomial time. These important results leave the
question open however, which modular sets one should choose, when trying to
find a compact representation of a boolean formula. For example, the modular
tree for the DNF ϕ from Eq. (1) consists of the singleton variable subsets (plus
the set of all the variables of ϕ being modular by definition), from which one
can obtain representations of the form ϕ ≡ x(a∨ b)∨ ya∨ yb (and similarly for
y and a, b selected). On the other hand, ∅-decomposition of this formula gives
the representation ϕ ≡ (x ∨ y)(a ∨ b), which is more compact.

It has been shown in [5] that computing ∅-decomposition of a boolean func-
tion is coNP-hard in general, but for a positive DNF it can be computed in
time polynomial in the size of the input formula (given as a string). In fact, it
has been proved that ∅-decomposition reduces to factorization of a multilinear
boolean polynomial efficiently obtained from the input positive DNF. For the lat-
ter problem the authors have provided a polynomial time algorithm based on the
computation of formal derivatives. In this paper, we generalize the results from
[5]. First, we provide an algorithm, which computes the finest ∅-decomposition
components of a positive DNF. Since ∅-decomposable functions are expected
to be rare, we consider the more general notion of Δ-decomposition. The prob-
lem of computing Δ-decomposition (for an arbitrary given Δ) can be reduced
to ∅-decomposition: it suffices to test whether each of the (exponentially many)
DNFs, obtained from the input one for (all possible) evaluations of Δ-variables, is
∅-decomposable with the same variable partition. The reduction holds for arbi-
trary boolean functions, not necessarily positive ones. We show however that
for positive DNFs, it suffices to make ∅-decomposition tests only for a polyno-
mial number of (positive) DNFs obtained from the input one. As a result, we
obtain a polynomial time algorithm, which computes the finest Δ-decomposition
components of a positive DNF for a subset of variables Δ.

1 A well–known heuristic optimizer based on the work of Brayton et al., which is often
used as a reference tool for optimization of boolean functions.
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2 Preliminaries

A boolean expression is a combination of constants 0, 1 and boolean variables
using conjunction, disjunction, and negation. A boolean expression is a DNF if
it is a disjunction of terms (where each term is a conjunction of literals and
constants). We assume there are no double negations of variables in boolean
expressions, no double occurrences of the same term in a DNF, or of the same
literal in a term of a DNF. A DNF is positive if it does not contain negated
variables and the constant 0. For a set of variables V , a V -literal is acfrom V .
We use the notation vars(ϕ) for the set of variables of an expression ϕ. For
boolean expressions ϕ and ψ, we write ϕ ≡ ψ if they are logically equivalent.

Definition 1 (Δ-decomposability). Let ϕ be a boolean expression and Δ ⊆
vars(ϕ) a subset of variables. The expression ϕ is Δ -decomposable if it is
equivalent to the conjunction of boolean expressions ψ1, . . . , ψn, where n � 2,
such that the following holds:

a.
⋃

i=1,...,n vars(ψi) ⊆ vars(ϕ);
b. vars(ψi) ∩ vars(ψj) ⊆ Δ, for all 1 � i, j � n, i �= j;
c. vars(ψi) \ Δ �= ∅, for i = 1, . . . , n.

The expressions ψ1, . . . , ψn are called (Δ-) decomposition components of ϕ. If
Δ = ∅ and the above holds then we call ϕ decomposable, for short.

Clearly, Δ-decomposition components can be subject to a more fine-grained
decomposition, wrt the same or different delta’s. It immediately follows from
this definition that a boolean expression, which contains at most one non-Δ-
variable, is not Δ-decomposable. Observe that conditions a, c in the definition
are important: if any of them is omitted then every boolean expression turns out
to be Δ–decomposable, for any (proper) subset of variables Δ.

Definition 2 (Finest Variable Partition wrt Δ). Let ϕ be a boolean expres-
sion, Δ ⊆ vars(ϕ) a subset, and π = {V1, . . . , V|π|} a partition of vars(ϕ) \ Δ.
The expression ϕ is said to be Δ-decomposable with partition π if it has Δ-
decomposition components ψi, for i = 1, . . . , |π|, such that vars(ψi) = Vi ∪ Δ.

The finest variable partition of ϕ (wrt Δ) is {vars(ϕ)} if ϕ is not Δ-
decomposable. Otherwise it is the partition π, which corresponds to the non-
Δ-decomposable components ψi of ϕ.

It will be clear from the results of this paper that for any Δ ⊆ vars(ϕ), the
finest variable partition of a positive DNF ϕ is unique. In the general case, (e.g.,
for arbitrary boolean expressions), this property follows from the result proved
in [6] for a broad class of logical calculi including propositional logic. As will
be shown below, once the finest variable partition of a DNF ϕ is computed, the
corresponding (non-decomposable) components of ϕ are easily obtained.

Throughout the text, we use the term assignment as a synonym for a consis-
tent set of literals. Given a set of variables V = {x1, . . . , xn}, where n � 1, a V
-assignment is a set of literals {l1, . . . , ln}, where li is a literal over variable xi,
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for i = 1, . . . , n. Let ϕ be a DNF, V ⊆ vars(ϕ) a subset, and X a V -assignment
such that there is a term in ϕ, whose set of V -literals is contained in X. Then
the substitution of ϕ with X, denoted by ϕ[X], is a DNF defined as follows:

– if there is a term t in ϕ such that every literal from t is contained in X then
ϕ[X] = 1 (and X is called satisfying assignment for ϕ, notation: X |= ϕ);

– otherwise ϕ[X] is the DNF obtained from ϕ by removing terms, whose set of
V -literals is not contained in X, and by removing V -literals in the remaining
terms.

For example, for the positive DNF ϕ from (2) we have ϕ[{d1,¬d2}] = xa.
For DNFs ϕ and ψ, we say that ϕ implies ψ if for any assignment X, it

holds X �|= ϕ or X |= ψ. For a set of variables V and a DNF ϕ, a projection
of ϕ onto V , denoted as ϕ|V , is the DNF obtained from ϕ as follows. If there
is a term in ϕ which does not contain a variable from V then ϕ|V = 1. Other-
wise ϕ|V is the DNF obtained from ϕ by removing literals with a variable not
from V in the terms of ϕ. It should be clear from this definition that ϕ implies
ϕ|V (in the literature, projection is also known as a uniform interpolant or the
strongest consequence of ϕ wrt V ). For instance, for the DNF ϕ from (2) we
have ϕ|{x,y,d1,d2} = xd1 ∨ xd1d2 ∨ yd1d2 ∨ yd2.

Lemma 1 (Decomposition Components as Projections). Let ϕ be a
DNF, which is Δ-decomposable with a variable partition π = {V1, . . . , Vn}. Then
ϕ|U1 , .., ϕ|Un

, where Ui = Vi ∪ Δ, i = 1, . . . , n, are Δ-decomposition components
of ϕ.

Proof. Since ϕ implies ϕ|Ui
, for i = 1, . . . , n, it suffices to demonstrate that∧

i=1,...,n ϕ|Ui
implies ϕ. Assume ϕ ≡ ϕ1 ∧ . . . ∧ ϕn, where ϕ1, . . . , ϕn are Δ-

decomposition components of ϕ, with vars(ϕi) = Ui, for i = 1, . . . , n. We show
that ϕ|Ui

implies ϕi, for all i = 1, . . . , n. For suppose there is a Ui-assignment X
such that X |= ϕ|Ui

and X �|= ϕi, for some i ∈ {1, . . . , n}. Then by the definition
of the projection ϕ|Ui

there exists an assignment X ′ ⊇ X such that X ′ |= ϕ
and X ′ �|= ϕi, which is a contradiction, since ϕ implies ϕi, for i = 1, . . . , n. As
ϕ1 ∧ . . . ∧ ϕn implies ϕ, we conclude that

∧
i=1,...,n ϕ|Ui

implies ϕ. �

Let V be a set of variables, Δ ⊆ V a subset, and A a set of V -assignments. By
A|Δ we denote the set of all Δ-assignments d, for which there is an assignment
X ∈ A such that d ⊆ X. For a Δ-assignment d, the notation A〈d〉 stands for
the set of (V \ Δ)-assignments X such that X ∪ d ∈ A. Let V1, V2 be disjoint
sets of variables and for i = 1, 2, let Ai be a set of Vi-assignments. Then the
notation A1 �� A2 stands for the set of all assignments X1∪X2 such that X1 ∈ A1
and X2 ∈ A2. The intuitive relationship between the cartesian combinations of
assignments is illustrated by the following remark and is put formally in the
subsequent Lemma 2.

Remark 1 (Conjunction of DNFs is Similar to Cartesian Product)
Taking the conjunction of DNFs ξ1 ∨ . . . ∨ ξm and ζ1 ∨ . . . ∨ ζn gives a DNF,
which has the form

∨
(ξi ∧ ζj), for all pairs i, j, with 1 � i � m, 1 � j � n.
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Lemma 2 (Decomposability Criterion). Let ϕ be a DNF and A the set of
satisfying assignments for ϕ. Then ϕ is Δ-decomposable with a partition π =
{V1, . . . , V|π|} iff for all d ∈ A|Δ it holds that A〈d〉 = A〈d〉|V1 �� . . . �� A〈d〉|V|π| .

In this paper, we are concerned with the problem of finding the finest variable
partition of a positive DNF ϕ wrt a subset Δ of its variables. By Lemma 1,
decomposition components of ϕ can be easily obtained from the finest variable
partition. We assume that boolean expressions are given as strings and thus, the
size of an expression ϕ is the length of the string, which represents ϕ.

For the sake of completeness, first we describe a factorization algorithm
for multilinear boolean polynomials, which is based on the results from [5,7].
Then we provide a ∅-decomposition algorithm for a positive DNF ϕ based on
factorization of a boolean polynomial, which is obtained from ϕ by a simple
syntactic transformation. Finally, we demonstrate that Δ-decomposition of a
positive DNF reduces to ∅-decomposition of (a polynomial number of) positive
DNFs obtained from the input one and devise the corresponding polynomial time
Δ-decomposition algorithm.

3 Factorization of Boolean Polynomials

In [8], Shpilka and Volkovich established the prominent result on the equivalence
of polynomial factorization and identity testing. It follows from their result that
a multilinear boolean polynomial can be factored in time cubic in the size of the
polynomial given as a string. This result has been rediscovered in [5,7], where
the authors have provided a factorization algorithm based on the computation
of derivatives of multilinear boolean polynomials, which allows for deeper opti-
mizations. Without going into implementation details, we employ this result here
to formulate an algorithm, which computes the finest ∅-decomposition compo-
nents of a positive DNF ϕ. Hereafter we assume that polynomials do not contain
double occurrences of the same monomial.

Definition 3. A polynomial F is factorable if F = G1 ·. . .·Gn, where n � 2 and
G1, . . . , Gn are some non-constant polynomials. Otherwise F is irreducible. The
polynomials G1, . . . , Gn are called factors of F . For a polynomial F , the finest
variable partition of F is {vars(F )} if F is irreducible and otherwise consists
of the sets of the variables of the irreducible factors of F .

It is important to stress that we consider here multilinear polynomials (every
variable can occur only in the power of � 1) and thus, the factors are polyno-
mials over disjoint sets of variables. Note that the finest variable partition of a
multilinear boolean polynomial is unique, since the ring of these polynomials is a
unique factorization domain. We now formulate the first important observation,
which is a strengthening of Theorem 5 from [5].

Theorem 1 (Computing Finest Variable Partition for Polynomial). For
a multilinear boolean polynomial F , the (unique) finest partition of the variables
of F can be found in time polynomial in the size of F .
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It is proved in [5] that testing whether F is factorable and computing its
factors can be done in time polynomial in the size of F given as a string. By
applying the factorization procedure to the obtained factors recursively, one
obtains a partition of the variables of F , which corresponds to the irreducible
factors of F . This is implemented in FindPartition procedure given below,
which is a modification of the factorization algorithm from [5]. It is also shown
in [5,7] that once a partition of variables, which corresponds to the factors of
F is computed, the factors can be easily obtained as projections of F onto the
components of the partition (see the notion of projection below).

The FindPartition procedure takes a boolean polynomial F as an input
and outputs the finest partition of vars(F ) in time polynomial in the size of F .
A few notations are required. For a polynomial F , we denote by vars(F ) the
set of the variables of F . For a variable x ∈ vars(F ) and a value a ∈ {0, 1}, we
denote by Fx=a the polynomial obtained from F by substituting x with a. Given
a set of variables V and a monomial m, the projection of m onto V (denoted as
m|V ) is 1 if m does not contain any variable from V , or is equal to the monomial
obtained from m by removing all the variables not contained in V , otherwise.
The projection of a polynomial F onto V , denoted as F |V , is the polynomial
obtained by projecting the monomials of F onto V and by removing duplicate
monomials.

Lines 2–4 of FindPartition is a test for a simple sufficient condition for
irreducibility: if a polynomial is a constant then it cannot be factorable. Lines
5–15 implement a test for trivial factors: if some variable z is present in every
monomial of F , then z is an irreducible factor. In the recursive part of the pro-
cedure, the remaining sets from the finest variable partition of F are computed
as the values of the variable Σ and are added to FinestPartition.

1: procedure FindPartition(F )
2: if F == 0 or F == 1 then
3: return vars(F )
4: end if
5: for z a variable occurring in every

monomial of F do
6: FinestPartition.add({z})
7: F ← Fz=1

8: end for
9: if F does not contain any variables

then
10: return FinestPartition
11: end if
12: if F contains a single variable, e.g.,

x then
13: FinestPartition.add({x})
14: return FinestPartition
15: end if

16: V ← variables of F

17: repeat
18: Σ ← ∅; F ← F |V
19: pick a variable x from V
20: Σ.add(x); V ← V \ {x}
21: G ← Fx=0 · ∂F

∂x

22: for a variable y from V do
23: if ∂G

∂y
�= 0 then

24: Σ.add(y)
25: end if
26: end for
27: FinestPartition.add(Σ)
28: V ← V \ Σ
29: until V = ∅

30: return FinestPartition

31: end procedure
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4 ∅-Decomposition of Positive DNFs

A term t of a DNF ϕ is called redundant in ϕ if there exists another term t′ of
ϕ such that every literal of t′ is present in t (i.e., t′ ⊆ t). For example, the term
xy is redundant in xy ∨ x. It is easy to see that removing redundant terms gives
a logically equivalent DNF.

Let us note the following simple fact:

Lemma 3 (Existence of Positive Components). Let ϕ be a positive boolean
expression and Δ ⊆ vars(ϕ) a subset of variables. If ϕ is Δ-decomposable then
it has decomposition components, which are positive expressions.

Proof. It is known (e.g., see Theorem 1.21 in [9]) that a boolean expression
ψ is equivalent to a positive one in a variable x iff for the set of satisfying
assignments A for ϕ the following property holds: if {l1, . . . , ln,¬x} ∈ A, where
l1, . . . , ln are literals, then {l1, . . . , ln, x} ∈ A. Clearly, this property is preserved
under decomposition: if a set of assignments A satisfies the property and it holds
that A = A1 �� . . . �� An, then so do the sets Ai, for i = 1, . . . , n. Thus, the claim
follows directly from Lemma 2. �

The next important observation is a strengthening of the result from [5],
which established the complexity of ∅-decomposition for positive DNFs.

Theorem 2 (Computing the Finest Variable Partition wrt Δ = ∅). The
finest variable partition of a positive DNF ϕ can be computed in time polynomial
in the size of ϕ.

Let P be a 1-1 mapping, which for a positive DNF ϕ gives a multilinear
boolean polynomial P(ϕ) over vars(ϕ) obtained by replacing the conjunction
and disjunction with · and +, respectively. The theorem is proved by showing
that decomposition components of a positive DNF ϕ can be recovered from
factors of a polynomial P(ψ) constructed for a DNF ψ, which is obtained from ϕ
by removing redundant terms. The idea is illustrated in ∅Decompose procedure
below, which for a given positive DNF ϕ computes the finest variable partition
of ϕ. It relies on the factorization procedure from Sect. 3 and is employed as a
subroutine in Δ-decomposition algorithm in Sect. 5. The procedure uses a simple
preprocessing, which removes redundant terms. The preprocessing also allows for
detecting those variables (line 5 of the procedure) that ϕ does not depend on. By
the definition of decomposability, these variables are decomposition components
of ϕ, so they are added as singleton sets into the resulting finest variable partition
(at line 6).
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1: procedure ∅Decompose(ϕ)
2: FinestPartition ← ∅

3: ψ ← RemoveRedundTerms(ϕ)
4: FinestPartition ←

FindPartition(P(ψ)) � see Sect. 3

5: for all x ∈ vars(ϕ) \ vars(ψ) do
6: FinestPartition.add({x})
7: end for
8: return FinestPartition
9: end procedure

1: procedure RemoveRedundTerms(ϕ)

2: for all terms t in ϕ do

3: if there exists a term t′ in ϕ s.t.

t′ ⊆ t then

4: remove t from ϕ

5: end if

6: end for

7: return ϕ

8: end procedure

5 Δ-decomposition of Positive DNFs

Definition 4 (Δ-atom). For a positive DNF ϕ and a subset Δ ⊆ vars(ϕ), the
set of Δ-variables of a term of ϕ is called Δ-atom of ϕ.

Note that by definition a Δ-atom can also be the empty set. Let U be the
set of unions of Δ-atoms of ϕ. Given a set X ∈ U , we introduce the notation
ϕ〈X〉 as a shortcut for the DNF ϕ[X ∪ X̄], where X̄ = {¬x | x ∈ Δ \ X}.

Let π be a partition of vars(ϕ) \ Δ. We say that a boolean expression ψ
supports π if every set from the finest variable partition of ψ wrt Δ is contained
in some set from π. It is easy to see that if ϕ is Δ-decomposable with π, then
ϕ[X] supports π, for any set of literals X such that ϕ[X] is defined.

We formulate two lemmas that are the key to the main result, Theorem 3, in
this section.

Lemma 4 (Δ-Decomposability Criterion for Positive DNF). Let ϕ be a
positive DNF, Δ ⊆ vars(ϕ) a subset, and U the set of unions of Δ-atoms of ϕ.
Then ϕ is Δ-decomposable with a variable partition π iff ϕ〈X〉 supports π, for
all X ∈ U .

Proof. (⇒): Take X ∈ U . Since ϕ is positive, X is a consistent set of literals,
ϕ〈X〉 is defined, and clearly, supports π.

(⇐): Let π = {V1, . . . , V|π|}, A be the set of satisfying assignments for ϕ, and
d ∈ A|Δ a Δ-assignment. Then there is X ∈ U such that X ⊆ d, since ϕ is a DNF.
Let X be the maximal set from U with this property. Then we have ϕ[d] = ϕ〈X〉,
so ϕ[d] supports π. This yields A〈d〉 = A〈d〉|V1 �� . . . �� A〈d〉|V|π| and since d was
arbitrarily chosen, it follows from Lemma2 that ϕ is Δ-decomposable with π. �

Lemma 5 (Decomposition Lemma). Let ϕ1, . . . , ϕn, where n � 1, be DNFs
with the following property: for all 1 � j, k � n there is a subset I ⊆ {1, . . . , n},
with j, k ∈ I, such that

∨
i∈I ϕi is decomposable with π. Then so is ϕ1 ∨ . . .∨ϕn.
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Proof. Let π = {X,Y } and denote ϕ = ϕ1 ∨ . . . ∨ ϕn. By Lemma 1 we need to
show that ϕ ≡ ϕ|X ∧ ϕ|Y , which is equivalent to:

ϕ ≡ (ϕ1|X ∨ . . . ∨ ϕn|X) ∧ (ϕ1|Y ∨ . . . ∨ ϕn|Y ) (3)

Observe that the right-hand side of this equation can be written as the expres-
sion D =

∨
1�j,k�n ϕj |X ϕk|Y . Take any j, k ∈ {1, . . . , n}. By the condi-

tion of the lemma there is a subset I ⊆ {1, . . . , n}, with j, k ∈ I, such that∨
a,b∈I ϕa|X ϕb|Y ≡ ∨

i∈I ϕi. That is, a disjunction of formulas from D con-
taining both, ϕj |X ϕk|Y and ϕk|X ϕj |Y is a equivalent to a disjunction of for-
mulas from ϕ. Since the choice of j, k was arbitrary, we conclude that (3) holds
and thus, the lemma is proved. �

Theorem 3 (Computing the Finest Variable Partition wrt Δ). Given a
positive DNF ϕ and a subset Δ ⊆ vars(ϕ), the finest variable partition of ϕ wrt
Δ can be computed in time polynomial in the size of ϕ.

Proof. Let A be the set of Δ-atoms of ϕ and U consist of all unions of sets
from A. Note that |A| is bounded by the size of ϕ, while |U | is exponential. By
Lemma 4, ϕ is Δ-decomposable with a partition π iff ϕ〈X〉 supports π, for all
X ∈ U .

For any X ∈ U , we have vars(ϕ〈X〉) ⊆ vars(ϕ). Observe that ϕ〈X〉 is
equivalent to the DNF ψ = ϕ〈X〉∨t, where t is a term redundant in ψ, vars(t) =
vars(ϕ) \ vars(ϕ〈X〉) (in case vars(t) = ∅ we assume that ψ = ϕ〈X〉) and it
holds vars(ψ) = vars(ϕ). Therefore, ϕ〈X〉 supports π iff ψ is decomposable
with π.

For any X ∈ U , ϕ〈X〉 is equivalent to ϕ1 ∨ . . . ∨ ϕn where n � 1 and for
i = 1, . . . , n, ϕi = ϕ〈ai〉, where ai ⊆ X, a Δ-atom of ϕ. Notice further that
ϕ〈X〉 is equivalent to ϕ′

1 ∨ . . . ∨ ϕ′
n, where ϕ′

i = ϕi ∨ ti and ti is a redundant
term as introduced above. By Lemma 4, if ϕ is Δ-decomposable with a partition
π then ϕ〈a1 ∪ a2〉 supports π, for any a1, a2 ∈ A. For the other direction, if
ϕ〈a1 ∪ a2〉 supports π, for any a1, a2 ∈ A then the condition of Lemma5 holds
for ϕ′

1 ∨ . . . ∨ ϕ′
n. It follows that ϕ〈X〉 supports π, for any X ∈ U and hence by

Lemma 4, ϕ is Δ-decomposable with π.
By Theorem 2, a variable partition σ, which corresponds to the finest decom-

position of ϕ〈a1 ∪ a2〉, can be found in time polynomial in the size of ϕ〈a1 ∪ a2〉
(and hence, in the size of ϕ, as well). For any variables x, y ∈ vars(ϕ) and a
set S ∈ σ, if x, y ∈ S then x and y cannot belong to different decomposition
components of ϕ〈a1∪a2〉. Let ∼ be an equivalence relation on vars(ϕ) such that
x ∼ y iff there are a1, a2 ∈ A such that x and y belong to the same component
of the finest variable partition of ϕ〈a1 ∪ a2〉. Since |A| is bounded by the size of
ϕ, one can readily verify that the equivalence classes wrt ∼ can be computed in
time polynomial in the size of ϕ and are equal to its finest variable partition. �

We conclude the paper with a description of ΔDecompose procedure, which
for a positive DNF ϕ and a (possibly empty) subset Δ ⊆ vars(ϕ) computes the
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finest variable partition of ϕ wrt Δ and outputs Δ-decomposition components,
which correspond to the partition.

In Lines 8–10 of the procedure, a set of Δ-atoms of ϕ is computed, while
skipping those ones, which subsume some term of ϕ. Clearly, if there is a term
t of ϕ, which consists only of d-variables for some subset d ⊆ Δ, then it holds
ϕ[d] = 1, which implies that ϕ〈d〉 supports any partition π of vars(ϕ) \ Δ (at
this point ϕ necessarily contains at least 2 non-Δ-variables due to the test in
line 4). Therefore, these atoms are irrelevant in computing decomposition and
they can be omitted (similarly, the unions of Δ-atoms in line 13).

Lines 11–17 implement a call for computing the finest variable partition
wrt the empty Δ for each DNF ϕ〈L〉 obtained from ϕ for a union L of rele-
vant Δ-atoms. The result is a family of partitions, which are further aligned
by computing equivalence classes on the variables of ϕ. This is implemented in
AlignPartitions procedure by computing connected components of a graph,
in which vertices correspond to the variables of ϕ.

Finally, in lines 22–25 the decomposition components of ϕ are computed as
projections onto the sets of variables corresponding to the finest partition. The
components are cleaned up by removing redundant terms and are sent to the
output.

1: procedure ΔDecompose(ϕ, Δ)

2: FinestPartition ← ∅

3: Components ← ∅

4: if ϕ contains at most one non-Δ-
variable then

5: return {ϕ} � ϕ is not
Δ-decomposable

6: end if

7: ΔAtoms ← ∅

8: for every term t of ϕ, which contains
at least one non-Δ-variable do

9: ΔAtoms.add(the set of Δ-variables of
t)

10: end for

11: for all a1, a2 from ΔAtoms do

12: L ← a1 ∪ a2

13: if there is no term t in ϕ, whose
every variable is from L then

14: PartitionForL ← ∅Decompose(ϕ〈L〉) �
see Sect. 4

15: PartitionFamily.add(PartitionForL)
16: end if
17: end for

18: FinestPartition ←
AlignPartitions(PartitionFamily)

19: if FinestPartition.isSingleton then
20: return {ϕ} � ϕ is not

Δ-decomposable

21: else

22: for V ∈ FinestPartition do
23: ψ ←RemoveRedundTerms(ϕ|V ∪Δ) �

see Sect. 4
24: Components.add(ψ)
25: end for

26: return Components
27: end if

28: end procedure

1: procedure AlignPartitions(PFamily)
2: G← ∅ � a graph with vertices being

vars. of ϕ

3: for Partition ∈ PFamily do

4: for VarSet ∈ Partition do
5: G.add(a path involving all x ∈

VarSet)

6: end for
7: end for

8: ResultPartition ← ∅

9: for C a connected component of G do

10: ResultPartition.add(the set of vars
from C)

11: end for
12: return ResultPartition

13: end procedure
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Abstract. Given a set A of n people, we consider the Roommates Prob-
lem (rp) and Marriage Problem (mp) where each person has a list that
ranks a subset of A as his/her acceptable partner in order of preference.
Ties among two or more people are allowed in the lists. In rp there is no
further restriction, while in mp only people with opposite genders can be
matched. For a pair of matchings X and Y , we say a person prefers X
to Y if he/she prefers the person matched by X to the person matched
by Y , and let φ(X, Y ) denote the number of people who prefer X to Y .
Define an unpopularity factor u(M) of a matching M to be the maxi-
mum ratio φ(M ′, M)/φ(M, M ′) among all possible other matchings M ′.
In this paper, we develop an algorithm to efficiently compute the unpop-
ularity factor of a given matching. The algorithm runs in O(m

√
n log2 n)

time for rp and in O(m
√

n log n) time for mp, where m is the total length
of people’s preference lists. We also generalize the notion of unpopular-
ity factor to the weighted setting where people are given different voting
weights, and show that our algorithm can be slightly modified to support
that setting as well with the same runtime.

Keywords: Unpopularity factor · Popular matching ·
Perfect matching · Marriage Problem · Roommates Problem

1 Introduction

Stable Marriage Problem is one of the most classic and actively studied problems
in theoretical computer science, with many applications in other areas such as
economics [11,20]. In the setting called Marriage Problem (mp), we have a set
of n men and n women, with each person having a list that ranks all people of
opposite gender in strict order of preference. A matching M is called stable if
there is no blocking pair : a man m and a woman w who are not matched to each
other but prefer each other to their own partners in M . Gale and Shapley [7]
showed that a stable matching always exists and can be found in O(n2) time.
The same algorithm can also be adapted to the setting where each person’s
preference list may not contain all people of opposite gender, as he/she may
regard some people as unacceptable. The algorithm runs in O(m) time in this
setting, where m is the total length of people’s preference lists [11].
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Stable Roommates Problem is a generalization of the original Stable Marriage
Problem to a non-bipartite setting called Roommates Problem (rp), where each
person can be matched with any other one regardless of gender. Unlike in mp,
a stable matching in this case does not always exist. Irving [14] developed an
O(n2) algorithm to find a stable matching or report that none exists in a given
rp instance, where n is the number of people.

1.1 Popular Matchings

Apart from the well-known stability, a less restrictive property of a “good”
matching is popularity. For a pair of matchings X and Y , we say a person
prefers X to Y if he/she prefers a person matched by X to a person matched by
Y , and let φ(X,Y ) denote the number of people who prefer X to Y . A matching
M is called popular if φ(M,M ′) ≥ φ(M ′,M) for any other matching M ′. The
concept of popularity of a matching was first introduced by Gardenfors [8] in
the context of the Stable Marriage Problem. He also proved that every stable
matching is also popular, but not vice-versa, hence a popular matching always
exists in every mp instance.

In contrast to mp, in rp a popular matching does not always exist, and there
is no fast algorithm to check whether it exists in a given instance. Biró et al.
[3] proved that when ties among people in the preference lists are allowed, the
problem of determining whether a popular matching exists in a given rp instance
is NP-hard. Recently, Faenza et al. [6] and Gupta et al. [10] independently proved
that this problem is still NP-hard even when people’s preference lists are strict
(containing no tie). Furthermore, in a complete graph rp instance where each
person’s preference list is strict and contains all other people, Cseh and Kavitha
[4] showed that the problem of determining whether a popular matching exists
can be solved in polynomial time for an odd n but is NP-hard for an even n.

Popular matching problems were also extensively studied in the setting of
one-sided preference lists (matching each person with a unique item, where each
person has a list that ranks items but each item does not have a list that ranks
people) called the House Allocation Problem (hap). Abraham et al. [1] intro-
duced the first polynomial time algorithm to find a popular matching in a given
hap instance, or report that none exists. The algorithm runs in O(m + n) time
when people’s preference lists are strict and in O(m

√
n) time when ties are

allowed, where m is the total length of people’s preference lists and n is the total
number of people and items. Mestre [19] later generalized that algorithm to the
case where people are given different voting weights, while Manlove and Sng [17]
also generalized it to the case where each item is allowed to be matched with
more than one person called the Capacitated House Allocation Problem (chap).
Abraham and Kavitha [2] proved that starting at any matching in an instance,
a popular matching can be achieved by at most two majority votes to force a
change in assignments as long as at least one popular matching exists. Mahdian
[16] investigated the existence of a popular matching when people’s preference
lists are strict, complete (containing all items), and randomly generated, and
showed that a popular matching exists with high probability in a random hap
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instance if the ratio of the number of items to the number of people is greater
than a specific constant. Ruangwises and Itoh [21] later generalized Mahdian’s
study to the case where preference lists are not complete and found a similar
behavior of the probability of existence of a popular matching. Kavitha et al. [15]
introduced the concept of a mixed matching, which is a probability distribution
over a set of matchings, and proved that a mixed matching that is “popular”
always exists.

1.2 Unpopularity Measures

While a popular matching does not exist in some instances, several measures of
“badness” of a matching that is not popular have been introduced. In the one-
sided preference lists setting, McCutchen [18] introduced two such measures: the
unpopularity factor and the unpopularity margin. The unpopularity factor u(M)
of a matching M is the maximum ratio φ(M ′,M)/φ(M,M ′) among all possi-
ble other matchings M ′, while the unpopularity margin g(M) is the maximum
difference φ(M ′,M) − φ(M,M ′) among all possible other matchings M ′. Note
that the two measures are not equivalent as φ(M ′,M) and φ(M,M ′) may not
add up to n since some people may like M and M ′ equally, thus it is possible for
a matching to have higher unpopularity factor but lower unpopularity margin
than another matching. See Example 1.

McCutchen then developed an algorithm to compute u(M) and g(M) of a
given matching M of an hap instance in O(m

√
n2) and O((g + 1)m

√
n) time,

respectively, where n2 is the number of items and g = g(M) is the unpopularity
margin of M . He also proved that the problem of finding a matching that mini-
mizes either measure is NP-hard. Huang et al. [13] later developed an algorithm
to find a matching with bounded values of these measures in hap instances with
certain properties.

The notions of unpopularity factor and unpopularity margin also apply to
the setting of two-sided preference lists. Huang and Kavitha [12] proved that an
rp instance with strict preference lists always has a matching with unpopularity
factor O(log n), and it is NP-hard to find a matching with lowest unpopularity
factor, or even the one with less than 4/3 times of the optimum.

Example 1. Consider the following rp instance. A set in a preference list means
that all people in that set are ranked equally, e.g. a2 equally prefers a1 and a4

as his first choices over a3.

Preference Lists
a1 : a4, a2, a3

a2 : {a1, a4}, a3

a3 : {a1, a4}, a2

a4 : {a2, a3}, a1

M0 = {{a1, a2}, {a3, a4}}
M1 = {{a1, a3}, {a2, a4}}
M2 = {{a1, a4}, {a2, a3}}

In this example, φ(M0,M1) = 1, φ(M1,M0) = 0, φ(M0,M2) = 3, φ(M2,
M0) = 1, φ(M1,M2) = 3, and φ(M2,M1) = 1. Therefore, M0 is popular, while



340 S. Ruangwises and T. Itoh

u(M1) = ∞, g(M1) = 1 − 0 = 1, u(M2) = 3/1 = 3, and g(M2) = 3 − 1 = 2.
Observe that M1 has higher unpopularity factor but lower unpopularity margin
than M2. ��

1.3 Our Contribution

Biró et al. [3] developed an algorithm to determine whether a given matching M

is popular in O(m
√

nα(n,m) log3/2 n) time for rp (improved to O(m
√

n log n)
time when running with the most recent algorithm to find a maximum weight
perfect matching of Duan et al. [5]) and in O(m

√
n) time for mp, where α is

the inverse Ackermann’s function. Their algorithm also simultaneously computes
the unpopularity margin of M during the run. However, there is currently no
algorithm to efficiently compute an unpopularity factor of a given matching in
mp and rp.

Using a similar idea to [3], in this paper we develop an algorithm to
compute the unpopularity factor of a given matching. The algorithm runs in
O(m

√
n log2 n) time for rp and in O(m

√
n log n) time for mp. We also gener-

alize the notion of unpopularity factor to the weighted setting where people
are given different voting weights, and show that our algorithm can be slightly
modified to support that setting as well with the same runtime.

2 Preliminaries

Let I be an rp or mp instance consisting of a set A = {a1, ..., an} of n people,
with each person having a preference list that ranks a subset of A as his/her
acceptable partner in order of preference. In rp there is no further restriction,
while in mp people are classified into two genders, and each person’s preference
list can contain only people with opposite gender. Throughout this paper, we
consider a more general setting where ties among two or more people are allowed
in the preference lists. Also, let m be the total length of people’s preference lists.

For a matching M and a person a ∈ A, let M(a) be the person matched
with a in M (for convenience, let M(a) = null if a is unmatched in M). Also,
let ra(b) be the rank of a person b in a’s preference list, with the most preferred
item(s) having rank 1, the second most preferred item(s) having rank 2, and so
on (for convenience, let ra(null) = ∞).

For any pair of matchings X and Y , we define φ(X,Y ) to be the number of
people who strictly prefer X to Y , i.e. φ(X,Y ) = |{a ∈ A|ra(X(a)) < ra(Y (a))}|.
Also, let

Δ(X,Y ) =

{
φ(Y,X)/φ(X,Y ), if φ(X,Y ) > 0;
∞, otherwise.

Finally, define an unpopularity factor

u(M) = max
M ′∈M−MM

Δ(M,M ′),
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where M is the set of all matchings of I and MM is the set of all matchings M ′

with φ(M,M ′) = φ(M ′,M) = 0. Note that a matching M is popular if and only
if u(M) ≤ 1.

3 Main Results

Let I be an rp instance, M be a matching of I, and k be an arbitrary positive
real number. Similarly to [3], we construct an undirected graph H(M,k) with
vertices A ∪ A′, where A′ = {a′

1, ..., a
′
n} is a set of “copies” of people in A.

An edge {ai, aj} exists if and only if ai is in aj ’s preference list and aj is in
ai’s preference list; an edge {a′

i, a
′
j} exists if and only if {ai, aj} exists; an edge

{ai, a
′
j} exists if and only if i = j.

However, we will assign weights to edges of H(M,k) differently from [3]. For
each pair of i and j with an edge {ai, aj}, define δi,j as follows.

δi,j =

⎧
⎪⎨

⎪⎩

1, if ai is unmatched in M or ai prefers aj to M(ai);
−k, if ai prefers M(ai) to aj ;
0, if {ai, aj} ∈ M or ai likes aj and M(ai) equally.

For each pair of i and j, we set the weights of both {ai, aj} and {a′
i, a

′
j} to be

δi,j +δj,i. Also, for each edge {ai, a
′
i}, we set its weight to be −2k if ai is matched

in M , and 0 otherwise. See Example 2.

Example 2. Consider the following matching M in an rp instance.

Preference Lists
a1 : a2, a3, a4

a2 : a3, a1

a3 : a1, a2, a4

a4 : a1, a3

M = {(a1, a2), (a3, a4)}

δi,j
j

1 2 3 4

i

1 0 -2 -2
2 0 1
3 1 1 0
4 1 0

a1

a2

a3

a4

a′
1

a′
2

a′
3

a′
4

0 2

0-1

-1

02

0 -1

-1

-4

-4

-4

-4

The values of all δi,j are shown in the above table, and the auxiliary graph
H(M,2) is shown on the right. ��

The intuition of this auxiliary graph is that we want to check whether u(M) >
k, i.e. whether there exists another matching M ′ with the number of people who
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prefer M ′ to M more than k times the number of those who prefer M to M ′.
Each matching M ′ is represented by a perfect matching in H(M,k) consisting of
the edges of M ′ in A as well as their “copies” in A′, with each unmatched person
ai being matched with his own copy a′

i. The intuition of assigning weights to the
edges is that we add 1 for each person who prefers M ′ to M and subtract k for
each one who prefers M to M ′, and then check whether the sum is positive.

The relation between u(M) and H(M,k) is formally shown in the following
lemma.

Lemma 1. u(M) > k if and only if H(M,k) contains a positive weight perfect
matching.

Proof. For any matching M ′, define A1(M ′) = {ai ∈ A|ai is matched in M ′}
and A2(M ′) = {ai ∈ A|ai is unmatched in M ′}. Also, define

A+
1 (M ′) = {ai ∈ A1(M ′)|ai is unmatched in M or ai prefers M ′(ai) to M(ai)};

A−
1 (M ′) = {ai ∈ A1(M ′)|ai prefers M(ai) to M ′(ai)};

A−
2 (M ′) = {ai ∈ A2(M ′)|ai is matched in M}.

We have φ(M ′,M) = |A+
1 (M ′)| and φ(M,M ′) = |A−

1 (M ′)| + |A−
2 (M ′)|.

Suppose that u(M) > k. From the definition of u(M), there must be a
matching M0 such that φ(M0,M) > kφ(M,M0). In the graph H(M,k), consider
a perfect matching

S0 = M0 ∪ {{a′
i, a

′
j}|{ai, aj} ∈ M0} ∪ {{ai, a

′
i}|ai is unmatched in M0}.

From the definition, the weight of S0 is

W (S0) = 2
(|A+

1 (M0)| − k|A−
1 (M0)|

) − 2k|A−
2 (M0)|

= 2
(|A+

1 (M0)| − k
(|A−

1 (M0)| + |A−
2 (M0)|

))

= 2(φ(M0,M) − kφ(M,M0))
> 0,

hence H(M,k) contains a positive weight perfect matching.
On the other hand, suppose there is a positive weight perfect matching S1

of H(M,k) with weight W (S1). See Example 3. Let M1 = {{ai, aj} ∈ S1} and
M2 = {{ai, aj}|{a′

i, a
′
j} ∈ S1}. Since S1 is a perfect matching in H(M,k), we have

A2(M1) = A2(M2), and

0 < W (S1)

=
(
|A+

1 (M1)| − k|A−
1 (M1)|

)
+

(
|A+

1 (M2)| − k|A−
1 (M2)|

)
− 2k|A−

2 (M1)|

=
(
|A+

1 (M1)| − k|A−
1 (M1)|

)
+

(
|A+

1 (M2)| − k|A−
1 (M2)|

)
− k|A−

2 (M1)| − k|A−
2 (M2)|

= (φ(M1, M)− kφ(M, M1)) + (φ(M2, M)− kφ(M, M2)).

Thus, we must have φ(M1,M) > kφ(M,M1) or φ(M2,M) > kφ(M,M2),
which means u(M) > k. ��
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Example 3. Consider the auxiliary graphs H(M,2) and H(M,3) constructed from
a matching M in Example 2.

a1

a2

a3

a4

a′
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a′
2

a′
3

a′
4

0 2

0-1

-1

02

0 -1
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-4

-4

-4

-4

a1

a2

a3

a4

a′
1

a′
2

a′
3

a′
4

0 2

0-2

-2

02

0 -2

-2

-6

-6

-6

-6

On the left, H(M,2) has a positive weight perfect matching consisting of the
bold-faced edges, but on the right H(M,3) does not. This implies 2 < u(M) ≤ 3.

��
For a given value of k, the problem of determining whether u(M) > k is now

reduced to detecting a positive weight perfect matching in H(M,k), which can be
done by finding the maximum weight perfect matching of H(M,k).

Lemma 2. Given an rp instance I, a matching M of I, and a number k = x/y,
where x ∈ [0, n−1] and y ∈ [1, n] are integers, there is an algorithm to determine
whether u(M) > k in O(m

√
n log n) time.

Proof. From Lemma 1, the problem is equivalent to determining whether H(M,k)

has a positive weight perfect matching. Observe that H(M,k) has O(n) vertices
and O(m) edges, and we can multiply the weights of all edges by y so that they
are all integers with magnitude O(n). Using the recently developed algorithm of
Duan et al. [5], we can find a maximum weight perfect matching in a graph with
integer weight edges of magnitude poly(n) in O(m

√
n log n) time, hence we can

detect a positive weight perfect in O(m
√

n log n) time. ��
We can now efficiently compute u(M) by performing a binary search on all

possible values of it.

Theorem 1. Given an rp instance I and a matching M of I, there is an algo-
rithm to compute u(M) in O(m

√
n log2 n) time.

Proof. Observe that if u(M) is not ∞, it must be in the form of x/y, where
x ∈ [0, n − 1] and y ∈ [1, n] are integers, meaning that there are at most O(n2)
possible values of u(M). By performing a binary search on the value of k = x/y
(if u(M) > n − 1, then u(M) = ∞), we run the algorithm in Lemma2 for
O(log n2) = O(log n) times, hence the total running time is O(m

√
n log2 n). ��
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The running time of the above algorithm is for a general rp instance. How-
ever, we can do faster for an mp instance using the following approach. First,
consider a matching

S = M ∪ {{a′
i, a

′
j}|{ai, aj} ∈ M} ∪ {{ai, a

′
i}|ai is unmatched in M}

of H(M,k). Since S is a perfect matching, every perfect matching consists of a
number of alternating cycles relative to S. Moreover, from the definition of δi,j ,
every edge of S has zero weight. Therefore, H(M,k) contains a positive weight
perfect matching if and only if it contains a positive weight alternating cycle
relative to S. Hence, the problem becomes equivalent to detecting a positive
weight alternating cycle (relative to S) in H(M,k). Note that this property holds
for every rp instance, not limited to only mp.

However, the special property of mp is that the graph H(M,k) is bipartite,
so we can divide the vertices of H(M,k) into two parts H1 and H2 with no edge
between vertices in the same part. We then orient the edges of S toward H1

and all other edges toward H2, hence the problem of detecting a positive weight
alternating cycle becomes equivalent to detecting a positive weight directed cycle
(see Example 4), which can be done in O(m

√
n) time using the shortest path

algorithm of Goldberg [9]. Therefore, by performing a binary search on u(M),
the total running time for rp is O(m

√
n log n).

Example 4. Consider the following matching M ′ in an mp instance.

Preference Lists
m1 : w1, w2

m2 : w1, w2

w1 : m2,m1

w2 : m1,m2

M ′ = {{m1, w1}, {m2, w2}}
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On the left, H(M ′,2) has a positive weight perfect matching consisting of
the bold-faced edges, while S consists of the dotted edges. On the right,
since H(M ′,2) is a bipartite graph with parts H1 = {m1,m2, w

′
1, w

′
2} and
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H2 = {w1, w2,m
′
1,m

′
2}, we orient the edges of S (dotted arrows) toward H2,

and the rest toward H1. This directed graph has a positive weight directed cycle
consisting of the bold-faced arrows. Both figures imply u(M ′) > 2. ��

In a way similar to rp, we have the following lemma and theorem for mp.

Lemma 3. Given an mp instance I, a matching M of I, and a number k = x/y,
where x ∈ [0, n−1] and y ∈ [1, n] are integers, there is an algorithm to determine
whether u(M) > k in O(m

√
n) time.

Theorem 2. Given an mp instance I and a matching M of I, there is an
algorithm to compute u(M) in O(m

√
n log n) time.

4 Weighted Unpopularity Factor

The previous section shows the algorithm to compute an unpopularity factor of
a given matching in an unweighted rp or mp instance where every person has
equal voting weight. However, in many real-world situations, people might have
different voting weights based on seniority, position, etc. Our algorithm can also
be slightly modified to support a weighted instance with integer weights bounded
by N = poly(n).

In the weighted setting, each person ai ∈ A has a weight w(ai). We anal-
ogously define φ(M,M ′) to be the sum of weights of people who strictly pre-
fer a matching M to a matching M ′, i.e. φ(M,M ′) =

∑
a∈A(M,M′)

w(a), where
A(M,M ′) = {a ∈ A|ra(M(a)) < ra(M ′(a))}. Δ(M,M ′) and u(M) are defined the
same way as in the unweighted setting. For each ai ∈ A, we assume that w(ai)
is a non-negative integer not exceeding N = poly(n). Note that an unweighted
instance can be viewed as a special case of a weighted instance where w(ai) = 1
for all ai ∈ A.

To support the weighted setting, we construct an auxiliary graph H(M,k) with
the same set of vertices and edges as in the unweighted setting, but with slightly
different weights of the edges. For each pair of i and j with an edge {ai, aj},
define

δi,j =

⎧
⎪⎨

⎪⎩

w(ai), if ai is unmatched in M or ai prefers aj to M(ai);
−kw(ai), if ai prefers M(ai) to aj ;
0, if {ai, aj} ∈ M or ai likes aj and M(ai) equally.

For each pair of i and j, the weights of {ai, aj} and {a′
i, a

′
j} is δi,j + δj,i. Finally,

for each edge {ai, a
′
i}, we set its weight to be −2kw(ai) if ai is matched in M ,

and 0 otherwise.
The auxiliary graph H(M,k) still has the same relation with u(M), as shown

in the following lemma.

Lemma 4. In the weighted rp instance, u(M) > k if and only if H(M,k) con-
tains a positive weight perfect matching.
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Proof. The proof of this lemma is almost identical to that of Lemma 1. We define
the sets A1(M ′), A2(M ′), A+

1 (M ′), A−
1 (M ′), and A−

2 (M ′) the same way as in
the proof of Lemma 1, but for each such set B we will count the sum of weights
of elements in B instead of the number of elements.

In both directions of the proof, we can use exactly the same argument as in
the proof of Lemma 1, but with |B| replaced by w(B) =

∑
a∈B w(a) in each line

of the equations. ��
Since the weights of people are bounded by N = poly(n), the unpopularity

factor u(M) must be in the form k = x/y, where x and y are integers not
exceeding Nn. For a given value of k, if we multiply the weights of all edges of
H(M,k) by y, they will be integers with magnitude O(Nn) = poly(n). Therefore,
we can still use the algorithm of Duan et al. [5] to find a maximum weight perfect
matching of H(M,k) with the same runtime.

Moreover, there are at most O(N2n2) possible values of u(M). By perform-
ing a binary search on the value of k, we have to run the above algorithm for
O(log N2n2) = O(log n) times as in the unweighted setting, hence the total
runtime is still O(m

√
n log2 n).

The argument for mp instances still works for the weighted setting as well
since H(M,k) is still bipartite, hence we have the following theorems for the
weighted setting rp and mp.

Table 1. Currently best known algorithms

Two-sided lists One-sided lists

Roommates
Problem

Marriage Problem House
Allocation
Problem

Find a popular
matching

NP-hard [6,10] O(m) [8,11] O(m + n) [1]

Find a matching
that minimizes
unpopularity margin

NP-hard [18]

Find a matching
that minimizes
unpopularity factor

NP-hard [12]

Test popularity of a
given matching

O(m
√

n log n) [3,5] O(m
√

n) [3] O(m + n) [1]

Compute
unpopularity margin
of a given matching

O((g + 1)m
√

n)
[18]

Compute
unpopularity factor
of a given matching

O(m
√

n log2 n)
[§3]

O(m
√

n log n) [§3] O(m
√

n2) [18]
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Theorem 3. Given a weighted rp instance I with integer weights bounded by
N = poly(n) and a matching M of I, there is an algorithm to compute u(M) in
O(m

√
n log2 n) time.

Theorem 4. Given a weighted mp instance I with integer weights bounded by
N = poly(n) and a matching M of I, there is an algorithm to compute u(M) in
O(m

√
n log n) time.

5 Discussion

We develop an algorithm to compute the unpopularity factor of a given matching
in O(m

√
n log2 n) time for rp and O(m

√
n log n) time for mp, which runs only

slightly slower than McCutchen’s algorithm to solve the same problem in hap
as well as the algorithm of Biró et al. to compute the unpopularity margin of a
given matching in rp and mp. Our results also complete Table 1, which shows the
running time of the currently best known algorithms related to popularity in rp,
mp, and hap in the case with strict preference lists, where m is the total length
of preference lists, n is the total number of people and items, n2 is the number
of items (for hap), and g is the unpopularity margin of a given matching.
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Abstract. Secure multi-party computation using a deck of playing cards
has been a subject of research since the “five-card trick” introduced by
den Boer in 1989. One of the main problems in card-based cryptography
is to design committed-format protocols to compute a Boolean AND
operation subject to different runtime and shuffle restrictions by using
as few cards as possible. In this paper, we introduce two AND protocols
that use only uniform shuffles. The first one requires four cards and is a
restart-free Las Vegas protocol with finite expected runtime. The second
one requires five cards and always terminates in finite time.

Keywords: Card-based cryptography ·
Secure multi-party computation · Uniform shuffle · AND protocol

1 Introduction

1.1 The Five-Card Trick

The concept of card-based cryptography started in 1989 with the “five-card
trick” introduced by den Boer [3]. In the original problem, Alice and Bob want
to know whether they both like each other. However, no one wants to confess
first because of fear of embarrassment if he/she gets rejected. Therefore, they
need a protocol that only distinguishes the two cases where they both like each
other and otherwise, without leaking any other information.

This situation is equivalent to Alice having a bit a and Bob having a bit
b of either 0 or 1. Such protocol outputs the result of a Boolean operation
AND(a, b) = a ∧ b without leaking unnecessary information, i.e. if a player’s
bit is 1, he/she inevitably knows the other player’s bit after knowing a ∧ b; if a
player’s bit is 0, he/she should know nothing about the other player’s bit.

Following is the description of the five-card trick protocol, using three identi-
cal ♣ cards and two identical ♥ cards. Throughout this paper, we encode the bit
0 by the commitment ♣♥ and 1 by the commitment ♥♣. Initially, we give each
player two cards, one ♣ and one ♥. We also have another ♣ card faced down on
the middle of a table. Alice places her two (face-down) cards encoding a to the
left of the middle card, while Bob places his two (face-down) cards encoding b
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to the right of the middle card. There are following four possible sequences of
the cards.

♣♥♣♣♥
a = 0, b = 0

♣♥♣♥♣
a = 0, b = 1

♥♣♣♣♥
a = 1, b = 0

♥♣♣♥♣
a = 1, b = 1

Then, we swap the fourth and the fifth card, resulting in the following four
possible sequences.

♣♥♣♣♥
⇓

♣♥♣♥♣
a = 0, b = 0

♣♥♣♥♣
⇓

♣♥♣♣♥
a = 0, b = 1

♥♣♣♣♥
⇓

♥♣♣♥♣
a = 1, b = 0

♥♣♣♥♣
⇓

♥♣♣♣♥
a = 1, b = 1

Observe that there are only two possible sequences in a cyclic rotation of the
deck, and the two ♥ cards are adjacent to each other in the cycle only in the
case that a = 1 and b = 1 (while all other three cases result in another same
sequence), hence we can determine whether a ∧ b = 1 by looking at the cycle.
We can obscure the initial position of the cards by shuffling the deck into a
uniformly random cyclic permutation, i.e. a permutation uniformly chosen from
{id, (12345), (12345)2, (12345)3, (12345)4} at random.

Mizuki et al. [7] later improved the five-card trick protocol so that it requires
only four cards instead of five. While both protocols are useful, the format of the
output value a∧b is different from the format of the inputs a and b (♣♥ for 0 and
♥♣ for 1). Both protocols have drawback in the case that we want to compute
an AND operation over three or more inputs. If a protocol is committed-format,
i.e. the output is encoded in the same format as the input, we can perform that
protocol on an AND operation over the first two inputs, and use the output as
an input of another AND operation with the third input, then with the fourth
input, and so on. Therefore, most studies so far have been focused only on
committed-format protocols.

1.2 Properties of Protocols

In the formal computation model of card-based protocols developed by Mizuki
and Shizuya [8], a shuffle of the deck is mathematically defined by a pair (Π,
F ), where Π is a set of permutations and F is a probability distribution on
Π. We call the shuffle uniform if F is a uniform distribution, and closed if Π
is a subgroup (of the symmetric group) [1]. Uniformness and closedness have
practical benefits. A closed shuffle can be securely performed by letting the
first player rearrange the deck into his selected permutation from Π without
the second player observing, then the second player do the same without the
first player observing. Closedness guarantees that performing the shuffle twice
still results in a permutation in Π, while uniformness makes it easier and more
natural for a player to randomly select a permutation from Π.

In term of runtime, a protocol is called finite if it is guaranteed to terminate
after a finite number of steps. Apart from finite protocols, many studies have
been focused on other protocols that are Las Vegas with finite expected runtime
and restart-free, i.e. players are required to put their commitments to the deck
only once, not having to restart the whole process again.
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1.3 Previous Protocols

In 1993, Crépeau and Kilian [2] developed the first committed-format AND
protocol using ten cards with four colors. Niemi and Renvall [10] also developed
another protocol using 12 cards but with only two colors. Stiglic [11] later reduced
the number of required cards to eight. More recently in 2009, Mizuki and Sone
[9] developed an AND protocol using only six cards. This was an important
milestone since their protocol was the first one that has finite runtime.

Koch et al. [5] investigated a novel way of shuffles that are not uniform or
closed. That reduced the number of cards to five for finite protocol, and four
for Las Vegas protocol with finite expected runtime. Most recently in 2018, Abe
et al. [1] developed the first Las Vegas five-card AND protocol using only uniform
closed shuffles by modifying the original five-card trick protocol. The important
protocols developed so far are shown in Table 1.

Table 1. Previous development of committed-format AND protocols

Card Properties

#colors #cards finite uniform closed

Crépeau-Kilian [2], 1993 4 10 no yes yes

Niemi-Renvall [10], 1998 2 12 no yes yes

Stiglic [11], 2001 2 8 no yes yes

Mizuki-Sone [9], 2009 2 6 yes yes yes

Koch et al. [5, §4], 2015 2 4 no no yes

Koch et al. [5, §5], 2015 2 5 yes no no

Abe et al. [1], 2018 2 5 no yes yes

Ours (§2) 2 4 no yes no

Ours (§3) 2 5 yes yes no

1.4 Lower Bound

On the other hand, several lower bounds of the minimum required number of
two-color cards for an AND protocol subject to different restrictions have been
proved. Koch et al. [5, §6] showed that there is no four-card AND protocol with
finite runtime. Kastner et al. [4] later proved that there is no finite five-card
AND protocol using only closed shuffles, and no restart-free Las Vegas four-card
AND protocol using only uniform closed shuffles.

Regarding the runtime, finiteness of shuffles, and closedness of shuffles, there
are eight possible combinations of restrictions. The best lower bound and upper
bound of the minimum required number of cards subject to each possible com-
bination are shown in Table 2.

1.5 Our Contribution

Previously, the bounds in Table 2 were all tight except in the third row (restart-
free Las Vegas, uniform) where the trivial lower bound was four (since we need at
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Table 2. Minimum required number of two-color cards for a committed-format AND
protocol, subject to each combination of runtime and shuffle restrictions

Runtime Shuffle Min. #Cards Lower Bound Upper Bound

restart-free

Las Vegas

– 4 trivial Koch et al. [5, §4], 2015

closed 4

uniform 4 Ours (§2)
uniform closed 5 Kastner et al. [4, §7], 2017 Abe et al. [1], 2018

finite – 5 Koch et al. [5, §6], 2015 Koch et al. [5, §5], 2015

uniform 5 Ours (§3)
closed 6 Kastner et al. [4, §6], 2017 Mizuki-Sone [9], 2009

uniform closed 6

least two cards for a commitment of each player’s bit) but the upper bound was
five (protocol of Abe et al. [1]), and the sixth row (finite, uniform) where the lower
bound was five [5] but the upper bound was six (protocol of Mizuki and Sone [9]).

In this paper, by modifying the protocols of Koch et al. [5, §4–5], we introduce
the first restart-free Las Vegas four-card AND protocol that uses only uniform
shuffles, as well as the first finite five-card AND protocol that uses only uniform
shuffles. This result also means that the lower bounds in the third and sixth rows
of Table 2 now become tight, thus completely answering the problem about the
minimum required number of two-colored cards for a committed-format AND
protocol subject to each combination of runtime and shuffle restrictions.

Shortly after this paper was first made public, Koch [6, §6] also developed
two protocols with the same properties as ours. This constitutes concurrent and
independent work.

2 Four-Card AND Protocol

Starting at the four-card protocol of Koch et al. [5, §4], we replace the closed but
non-uniform shuffles by uniform but non-closed shuffles that have similar effects
to the sequence. In this protocol, Alice’s commitment and Bob’s commitment
are placed on the table in this order from left to right.

2.1 Pseudocode

A card is represented by a number based on its position on the table, with 1
being the leftmost card, 2 being the second card from the left, and so on. The
following notions are also used in the pseudocode.

– (turn, A) denotes flipping all cards in the set A.
– visible denotes a visible sequence of the cards from left to right, with ? being

a face-down card.
– (shuffle, Π) denotes a uniform shuffle of the deck on the set Π of permuta-

tions.
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– (perm, σ) denotes rearranging the deck into a permutation σ.
– (result, x, y) denotes outputting a commitment of card x and card y, in

this order.

(shuffle, {id, (1 3)(2 4)})
(shuffle, {id, (2 3)})
(turn, {2})
if visible = (?,♥,?,?) then

(turn, {2})
(shuffle, {id, (3 4)})

† (shuffle, {id, (3 4), (1 4 2 3)})
(turn, {4})
if visible = (?,?,?,♥) then

(result, 3, 2)
else

(turn, {4})
(shuffle, {id, (1 2)})
(perm, (2 3 4))
goto �

else
(turn, {2})
(shuffle, {id, (1 3)})

� (shuffle, {id, (1 3), (1 2 3 4)})
(turn, {1})
if visible = (♣,?,?,?) then

(result, 2, 3)
else

(turn, {1})
(shuffle, {id, (2 4)})
(perm, (1 2 3))
goto †

2.2 Proof of Correctness and Security

We can easily verify the correctness of the protocol by keeping track of every
possible sequence of the cards throughout the protocol. For the security, note
that the shuffle and perm actions never reveal new information about the inputs;
the only action that may reveal new information is the turn action. When we
turn a set of cards face-up, we have to be sure that the probability to observe a
visible sequence of cards is independent of the inputs a and b.
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In this paper we use a KWH-tree, a tool developed by Koch et al. [5], to help
verify the correctness and security of the protocol. X00, X01, X10, and X11 denote
the probabilities of (a, b) being (0, 0), (0, 1), (1, 0), and (1, 1), respectively, with
shorthands X0 = X00+X01+X10 and X1 = X11 being used. Also, a polynomial
denotes the conditional probability that the sequence of the cards is the one next
to the polynomial, given the current view of the deck.

The KWH-tree of our four-card AND protocol is given in Fig. 1. From the
KWH-tree, We can verify that a correct commitment to a ∧ b is obtained as
a result, and that the sum of polynomials in every box equals to X0 + X1,
implying that no information about a or b leaks. This protocol is clearly restart-
free. Also, at the final separating points (the boxes marked with an asterisk), the
protocol terminates with probability 1

3 and re-enter a branch on the other side
with probability 2

3 . Therefore, the expected number of times it goes through the
branches is

1
3

(
1 + 2

(
2
3

)
+ 3

(
2
3

)2

+ ...

)
= 3,

thus having a finite expected runtime.

3 Five-Card and Protocol

Starting at the five-card protocol of Koch et al. [5, §5], we replace the closed but
non-uniform shuffles by uniform but non-closed shuffles that have similar effects
to the sequence. In this protocol, Alice’s commitment, Bob’s commitment, and
an additional ♥ card are placed on the table in this order from left to right.

3.1 Pseudocode

(shuffle, {id, (1 3)(2 4)})
(shuffle, {id, (2 3)})
(turn, {2})
if visible = (?,♥,?,?,?) then

(turn, {2})
(shuffle, {id, (3 4)})
(shuffle, {id, (3 4), (1 4 2 3)})
(turn, {4})
if visible = (?,?,?,♥,?) then

(result, 3, 2)
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else
(turn, {4})
(shuffle, {id, (1 2)})
(perm, (2 3 4))
goto �

else
(turn, {2})
(shuffle, {id, (1 3)})

� (shuffle, {id, (1 3), (1 2)(3 5 4)})
(turn, {3})
if visible = (?,?♣,?,?) then

(result, 2, 1)
else

(result, 1, 4)

3.2 Proof of Correctness and Security

The KWH-tree of our five-card AND protocol is given in Fig. 2. From the KWH-
tree, We can verify that a correct commitment to a ∧ b is obtained as a result,
and that the sum of polynomials in every box equals to X0 + X1, implying that
no information about a or b leaks. This protocol clearly terminates in finite time
since there is no cycle in the KWH-tree.

4 Conclusion and Future Work

In this paper, we introduce a restart-free Las Vegas four-card AND protocol and
a finite five-card AND protocol, both using only uniform shuffles. This result also
completely answers the problem about the minimum required number of two-
colored cards for a committed-format AND protocol subject to each combination
of runtime and shuffle restrictions.

The existing lower bounds, however, cover only the case with two-color cards.
An interesting question is that whether the minimum required number of cards
can be lowered if we allow more than two colors. For example, is there a finite
five-card AND protocol using only closed shuffles if three-color cards are allowed?
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KWH-Tree: Four-Card Protocol

♣♥♣♥ X00

♣♥♥♣ X01

♥♣♣♥ X10

♥♣♥♣ X11

♣♥♣♥ X00

♣♥♥♣ 1
2
X01 + 1

2
X10

♥♣♣♥ 1
2
X01 + 1

2
X10

♥♣♥♣ X11

♣♣♥♥ 1
2
X00 ♣♥♣♥ 1

2
X00

♣♥♥♣ 1
2
X01 + 1

2
X10

♥♣♣♥ 1
2
X01 + 1

2
X10

♥♣♥♣ 1
2
X11 ♥♥♣♣ 1

2
X11

♣♥♣♥ X00

♣♥♥♣ X01 + X10

♥♥♣♣ X11

♣♥♣♥ 1
2
X0

♣♥♥♣ 1
2
X0

♥♥♣♣ X1

♣♥♥♣ 1
2
X0 ♥♥♣♣ 2

3
X1

♣♥♣♥ 1
3
X0 ♣♣♥♥ 1

3
X1

♥♣♥♣ 1
6
X0

*

♣♥♣♥ X0

♣♣♥♥ X1

�

♣♥♥♣ 3
4
X0

♥♣♥♣ 1
4
X0

♥♥♣♣ X1

♣♥♥♣ 1
2
X0

♥♣♥♣ 1
2
X0

♥♥♣♣ X1

♣♣♥♥ X00

♥♣♣♥ X01 + X10

♥♣♥♣ X11

♣♣♥♥ 1
2
X0

♥♣♣♥ 1
2
X0

♥♣♥♣ X1

♥♣♣♥ 1
2
X0 ♥♣♥♣ 2

3
X1

♣♣♥♥ 1
3
X0 ♣♥♣♥ 1

3
X1

♥♥♣♣ 1
6
X0

*

♣♣♥♥ X0

♣♥♣♥ X1

�

♥♣♣♥ 3
4
X0

♥♥♣♣ 1
4
X0

♥♣♥♣ X1

♥♣♣♥ 1
2
X0

♥♥♣♣ 1
2
X0

♥♣♥♣ X1

(shuffle,{id,(1 3)(2 4)})

(shuffle,{id,(2 3)})

(turn,{2})

?♥??

Pr = 1
2

(shuffle,{id,(3 4)})

(shuffle,{id,(3 4),(1 4 2 3)})

(turn,{4})

???♥
Pr = 1

3

(result,3,2)

???♣
Pr = 2

3

(shuffle,{id,(1 2)})

(perm,(2 3 4))

?♣??

Pr = 1
2

(shuffle,{id,(1 3)})

(shuffle,{id,(1 3),(1 2 3 4)})

(turn,{1})

♣???

Pr = 1
3

(result,2,3)

♥???

Pr = 2
3

(shuffle,{id,(2 4)})

(perm,(1 2 3))

Fig. 1. A KWH-tree of the four-card AND Protocol
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KWH-Tree: Five-Card Protocol

♣♥♣♥♥ X00

♣♥♥♣♥ X01

♥♣♣♥♥ X10

♥♣♥♣♥ X11

♣♥♣♥♥ X00

♣♥♥♣♥ 1
2
X01 + 1

2
X10

♥♣♣♥♥ 1
2
X01 + 1

2
X10

♥♣♥♣♥ X11

♣♣♥♥♥ 1
2
X00 ♣♥♣♥♥ 1

2
X00

♣♥♥♣♥ 1
2
X01 + 1

2
X10

♥♣♣♥♥ 1
2
X01 + 1

2
X10

♥♣♥♣♥ 1
2
X11 ♥♥♣♣♥ 1

2
X11

♣♥♣♥♥ X00

♣♥♥♣♥ X01 + X10

♥♥♣♣♥ X11

♣♥♣♥♥ 1
2
X0

♣♥♥♣♥ 1
2
X0

♥♥♣♣♥ X1

♣♥♥♣♥ 1
2
X0 ♥♥♣♣♥ 2

3
X1

♣♥♣♥♥ 1
3
X0 ♣♣♥♥♥ 1

3
X1

♥♣♥♣♥ 1
6
X0

♣♥♣♥♥ X0

♣♣♥♥♥ X1

�

♣♥♥♣♥ 3
4
X0

♥♣♥♣♥ 1
4
X0

♥♥♣♣♥ X1

♣♥♥♣♥ 1
2
X0

♥♣♥♣♥ 1
2
X0

♥♥♣♣♥ X1

♣♣♥♥♥ X00

♥♣♣♥♥ X01 + X10

♥♣♥♣♥ X11

♣♣♥♥♥ 1
2
X0

♥♣♣♥♥ 1
2
X0

♥♣♥♣♥ X1

♣♣♥♥♥ 1
2
X0 ♥♣♥♣♥ 2

3
X1

♥♣♣♥♥ 1
3
X0 ♣♥♣♥♥ 1

3
X1

♣♥♥♥♣ 1
6
X0

♣♣♥♥♥ 3
4
X0

♣♥♥♥♣ 1
4
X0

♥♣♥♣♥ X1

�

♥♣♣♥♥ X0

♣♥♣♥♥ X1

�

(shuffle,{id,(1 3)(2 4)})

(shuffle,{id,(2 3)})

(turn,{2})

?♥???

Pr = 1
2

(shuffle,{id,(3 4)})

(shuffle,{id,(3 4),(1 4 2 3)})

(turn,{4})

???♥?

Pr = 1
3

(result,3,2)

???♣?

Pr = 2
3

(shuffle,{id,(1 2)})

(perm,(2 3 4))

?♣???

Pr = 1
2

(shuffle,{id,(1 3)})

(shuffle,{id,(1 3),(1 2)(3 5 4)})

(turn,{3})

??♥??

Pr = 2
3

(result,1,4)

??♣??

Pr = 1
3

(result,2,1)

Fig. 2. A KWH-tree of the five-card AND Protocol
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Abstract. Preventing fake or duplicate e-identities (aka sybils) from
joining an e-community may be crucial to its survival, especially if it
utilizes a consensus protocol among its members or employs democratic
governance, where sybils can undermine consensus, tilt decisions, or even
take over. Here, we explore the use of a trust graph of identities, with
trust edges representing trust among identity owners, to allow a com-
munity to grow without increasing its sybil penetration. Since identi-
ties are admitted to the e-community based on their trust by existing
e-community members, corrupt identities, which may trust sybils, also
pose a threat to the e-community. Sybils and their corrupt perpetrators
are together referred to as Byzantines, and our overarching aim is to
limit their penetration into an e-community. Our key tool in achieving
this is graph conductance, and our key assumption is that honest peo-
ple are averse to corrupt ones and tend to distrust them. Of particular
interest is keeping the fraction of Byzantines below one third, as it would
allow the use of Byzantine Agreement (see Lamport et al. The Byzantine
generals problem, ACM Transactions on Programming Languages and
Systems, 4(3):382–401, 1982) for consensus as well as for sybil-resilient
social choice (see Shahaf et al., Sybil-resilient reality-aware social choice,
arXiv preprint arXiv:1807.11105, 2019). We consider sequences of incre-
mentally growing trust graphs and show that, under our key assumption
and additional requirements, including keeping the conductance of the
community trust graph sufficiently high, a community may grow safely.

Keywords: Graph theory · Conductance · Sybil resilience

1 Introduction

We wish to identify conditions under which an e-community of predominantly-
genuine (truthful and unique) e-identities, may grow without increasing the pen-
etration of sybil (fake or duplicate) e-identities. Our particular context of interest
is e-democracy [16,17], where a sovereign e-community conducts its affairs via
egalitarian decision processes, although another motivation is the task of grow-
ing a permissioned distributed system. We consider an initial community with
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low sybil penetration that wishes to admit new members without admitting too
many sybils. As it is not realistic to expect that no sybils will be admitted, our
goal is to keep the fraction of sybils below a certain threshold. In a separate
paper [15], we show that an e-democracy can tolerate up to one-third sybil pen-
etration and still function democratically. Still, the fewer the sybils, the smaller
the supermajority needed to keep the decision-making safe against them.

We model an e-community via a trust graph with a vertex for each identity
and with edges representing trust relations between the owners of the corre-
sponding identities (formal definitions in Sect. 2). We consider genuine and sybil
identities, and refer to the genuine identities that do not trust sybils as honest
and those that do as corrupt. Furthermore, as we are interested in an incremen-
tal admission process that grows the initial community, we consider sequences
of trust graphs that capture such incremental changes.

We are interested in identifying sufficient conditions on such graphs, e.g. the
type of identities in the graph, their relative fractions, and their trust relations,
under which a community may grow while keeping the fraction of sybils in it low.
To achieve this, our key assumption is that honest identities tend to trust honest
identities rather than corrupt ones, and our key tool is graph conductance.

Related Work. We review existing work which helps in clarifying the differences
to our model: A large portion of the literature on sybil attacks (see, e.g., [6,13,
14] and their citations) is focused on sybil detection, where the task is to tell
the sybil agents from the honest ones. Of particular interest is the approach
initiated by Yu et al. [23], which relies on structural properties of the underlying
social network. Yu et al. show how to separate the honest and sybil regions by
leveraging the relatively few number of edges between them. This framework
was studied further [4,5,18–21]. As pointed out by Alvisi et al. [2], however,
such attempts to recover the entire sybil region may potentially occur only in
instances where the honest region is sufficiently connected, which is rarely the
case in actual social networks. Consequently, Alvisi et al. suggest a more modest
goal of producing a whitelist of honest vertices in the graph with respect to a
given agent; that is, a local sybil detection scheme, in contrast to the global ones
proposed before.

A problem of a similar flavor is that of corruption detection in networks,
posed by Alon et al. [1] and later refined by Jin et al. [12]. This setting, inspired
by auditing networks, consists of a graph with each of its vertices being either
truthful or corrupt, where the overall goal is to detect the corrupt region. In
contrast to the sybil detection problem, the corrupt agents are assumed to be
immersed throughout the network, and the main assumption here is that each
agent may accurately determine the true label of its neighbors and report it to
a central authority. The authors show how good connectivity properties of the
graph allows an approximate recovery of the truthful and corrupt regions.

We note that social networks have some special structure, e.g. having low
diameters (a.k.a., the small world phenomena [7]) or fragmented to highly-
connected clusters with low connectivity between different clusters. Moreover,
as observed by some researchers [2,5,22], the attacker’s inability to maintain
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Fig. 1. Illustration of the general setting: The white vertices (honest identities) and
grey vertices (corrupt identities) form the set of genuine identities, while grey vertices
(corrupt identities) and black vertices (sybil identities) form the set of Byzantines.
Bold edges represent attack edges. The white vertex with a grey heart in it represents
an identity that is “corrupt at heart”, as currently it does not trust any sybil, but in
the future it will; thus, the edge connecting it to the honest identity to its right is
an attack edge as well. The circled area contains the current community that wishes
to grow. Notice that the nine identities in the community contain one sybil and two
corrupt identities, thus in particular the community’s Byzantine penetration is β = 1/3
and the sybil penetration is σ = 1/9. The fraction of internal attack edges to the volume
of the honest part of the community graph, defined below, is γ = 1/8.

sufficiently many attack edges typically results in certain “bottlenecks”, which
can be utilized to pin-point the sybil regions.

Informal Model. While the problem we address is related to sybil detection,
and indeed we incorporate some of the insights of the works discussed above,
our main goal is different: Safe community growth. We aim to find conditions
under which a community may grow without increasing the fraction of hostile
members within it; but without necessarily identifying explicitly who is hostile
and who is not. An additional difference from existing literature is our notions
of identity and trust. Specifically, existing works consider identities or agents of
only two types, “good” and “bad”, with various names for the two categories.
Our notion of identities is more refined and, we believe, may be closer to reality.

In particular, we consider genuine and sybil identities, with the intention
that in a real-world scenario these would be characterized by the nature of their
representation: genuine identities are truthful and unique, and sybil identities are
fake or duplicate. We further distinguish between two types of genuine identities,
based on their behavior : honest, which do not form trust relations with sybils,
and corrupt, which do. This behavioral distinction is captured formally in our
model. We naturally assume that the corrupt identities are the creators and
operators of the sybils and that, in the worst case, all sybils and their corrupt
perpetrators may cooperate, hence we label them together as Byzantines, and
aim to limit their fraction within the community.

We thus begin with a unified formal model of such identities and their trust
graph, consisting of vertices that represent identities and edges that represent
trust relations among the owners of such identities. As we consider the task of
sybil-resilient community growth, we define the community history that aims
to capture the incremental changes a community trust graph undergoes over
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discrete time steps. In order to properly characterize identities, we first employ
the basic distinction between genuine and sybil identities. Then, using the com-
munity history, we make a further delicate distinction within genuine identities
between honest identities, which never trust sybils, and corrupt identities, which
may trust sybils and, furthermore, may cooperate with other corrupt or sybil
community members to introduce sybils into the community.

Some assumptions on the power of the sybils and their perpetrators is needed;
otherwise there is no hope in achieving our goal. Intuitively, our key assumption
is that honest identities are averse to corrupt identities, and hence are not likely
to trust them. We call trust edges that connect honest and corrupt identities
attack edges. So, loosely speaking, we assume that there are not too many attack
edges. We view this assumption as a realistic relaxation of the assumption made
in some related works [1,12], which assume that truthful agents are able to
identify precisely whether a neighbor is corrupt or not. Figure 1 illustrates our
general setting.

High-level Approach. Our approach for admitting a new identity to the com-
munity relies upon the conductance of the subgraph that includes the current
community together with the potential candidate to be admitted. Our ability to
protect the graph from Byzantine penetration is based on our key assumption
that, while there could be arbitrarily many Byzantines wanting to enter the grow-
ing community, they will have limited connectivity to the current community.
Indeed, this observation was applied in the context of sybil detection [2,21–23].
In general, while the conductance of the whole network is typically fairly low,
the conductance of the subgraphs restricted to each cluster may be high. In
that sense, following Alvisi et al. [2], we adopt a local perspective and focus on
the conductance of our community, regardless of the conductance of the entire
network. In contrast to Alvisi et al. [2], however, we are interested in growing
the community and not in whitelisting. Unlike the situation treated by Alvisi
et al. [2], which can be viewed as whitelisting, initiated at a singleton com-
munity (i.e. from a single non-sybil vertex), here we consider arbitrarily-large
communities and aim to bound, but not detect or eliminate, the sybils in them.

Specifically, our framework makes use of a “target conductance” parameter
Φ, and aims to grow, i.e., admit new members, while retaining a conductance
of at least Φ at the larger community. Assuming that the community harbors
a limited number of attack edges and the relative fraction of Byzantines in the
initial community is bounded, we show how to safely grow an initial community.

2 Preliminaries

We provide some needed definitions regarding graphs and conductance. Let G =
(V,E) be an undirected graph. The degree of a vertex x ∈ V is deg(x) := |{y ∈
V |(x, y) ∈ E}|. G is d-regular if deg(x) = d holds for each x ∈ V . The volume of a
given subset A ⊆ V is the sum of degrees of its vertices, vol(A) :=

∑
x∈A deg(x).

Additionally, we denote the subgraph induced on the set of vertices A as G|A, by
degA(x) the degree of vertex x ∈ A in G|A, and by volA(B) :=

∑
x∈B degA(x)
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the volume of a set B ⊆ A in G|A. Given two subsets A,B ⊆ V , the size of the
cut between A and B is denoted by e(A,B) = |{(x, y) ∈ E | x ∈ A, y ∈ B}|.
Definition 1 (Conductance). Let G = (V,E) be a graph. The conductance
of G is defined by: Φ(G) = min∅�=A⊂V

e(A,Ac)
min{vol(A),vol(Ac)} . (where Ac := V \ A is

the complement of A.)

Remark 1. Generally speaking, graph conductance aims to measure the connec-
tivity of the graph by quantifying the minimal cut normalized by the volume of
its smaller subset. Conductance should be thought of as the weighted and irregu-
lar analogue of edge expansion [9], where both notions are essentially equivalent
for regular graphs. To get a quantitative grip of this measure, notice that for
all graphs, Φ ∈ [0, 1

2 ]. Intuitively, the conductance of a highly connected graph
approaches 1

2 . E.g., cliques and complete bipartite graphs satisfy Φ = 1
2 , while

in a poorly connected graph this measure may be arbitrarily small; e.g., a dis-
connected graph satisfies Φ = 0.

While determining the exact conductance of a given graph is known to be
coNP-hard [3], the Cheeger inequality provides a direct relation between con-
ductance of a graph and the second eigenvalue of its random walk matrix.

Lemma 1. (Cheeger inequality [10]) Let G be a graph with conductance Φ, and
let λn ≤ ... ≤ λ2 ≤ λ1 denote the spectrum of its random walk matrix. Then,
Φ2

2 ≤ 1 − √
1 − Φ2 ≤ 1 − λ2 ≤ 2Φ.

Consequently, spectral methods, together with the Cheeger inequality, pro-
vide efficient approximation algorithms for measuring conductance. We refer the
reader to [9,11] for comprehensive surveys and discussions.

3 Formal Model

Community Trust Graphs. The relation between people and their identities
is rich and multifaceted. For the purpose of this paper, we assume that some
identities are genuine and others are not, in which case they are called sybils.
We represent trust relations among identities via a trust graph, in which vertices
represent identities and edges represent trust among identities.

Definition 2. A trust graph G = (V,E) is an undirected graph with vertices
that represent identities and edges that represent trust among them.

As we are interested in a community that grows within such a trust graph,
next we introduce the concept of a community trust graph.

Definition 3. A community trust graph G = (A, V,E) is a trust graph with
vertices V, edges E, and a community A ⊆ V.
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Community Histories and Transitions. Our aim is to find conditions under
which a community may grow safely. Hence we consider sequences of community
graphs, obtained by applying elementary transitions of adding a member to the
community or adding/removing an edge:

Definition 4 (Elementary Community Transition). Let G = (A, V,E) and
G′ = (A′, V, E′) be two community graphs with the same set of vertices V . We
say that G′ is obtained from G by an elementary community transition, and we
denote it by G → G′, if:

– A′ = A ∪ {x}, x ∈ (V \ A), E′ = E, or
– E′ = E ∪ {e}, e ∈ ((A × V ) \ E), A = A′, or
– E′ = E \ {e}, e ∈ E, A = A′.

Definition 5 (Community History). A community history GV over a set
of vertices V is a (possibly infinite) sequence of community trust graphs GV =
G1, G2, . . . with vertices V such that Gi → Gi+1 holds for every i ∈ 1, 2, . . ..1

Types of Identities. We assume identities of two types, genuine and sybil.
Next, we use community histories to distinguish between two types of genuine
identities – honest and corrupt: we say that an identity is honest in a community
history if it never partakes in an attack edge in this history, and corrupt if it does.
We then lump together sybils and corrupt identities and call them Byzantines.

The rationale is that we are interested in bounding the number of sybils in the
graph, not only at the present but also in the future. Hence, we need to bound
also all potential sybil perpetrators, who may establish trust edges with sybils
in the future, in an attempt to introduce them into the community. Hence, at
any point in time (community graph in a community history), a corrupt identity
may be only “corrupt at heart”, with no action as-of-yet to demonstrate its
corruption; and our key assumption is that honest identities are averse to corrupt
identities even if they are only corrupt at heart.

Below and in the rest of the paper we use disjoint union A = B � C as a
shorthand for A = B ∪ C, B ∩ C = ∅.

Definition 6 (Types of Identities, Attack Edges, Sybil Penetration).
Let V be a set of vertices that consist of two disjoint subsets V = T � S of
genuine T and sybil S vertices, and let GV be a community history over V . Then,
a genuine vertex t ∈ T is corrupt in GV if it trusts a sybil at anytime in GV ,
namely, there is some (t, s) ∈ E, with t ∈ T , s ∈ S, for some G = (A, V,E) ∈ GV .
A genuine vertex that is not corrupt is said to be honest. Thus, GV partitions
the genuine identities T = H � C into honest H and corrupt C identities. An
edge (h, c) ∈ E is an attack edge if h ∈ H and c ∈ C. The sybil penetration
σ(G) of a community trust graph G = (A, V,E) ∈ GV is

σ(G) =
|A ∩ S|

|A| .

1 As the set of vertices V is fixed in a community history, it does not explicitly model
the birth and death of people; modeling this aspect is the subject of future work.
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Remark 2. An important observation is that an attack edge (h, c) may be intro-
duced into a community trust graph in a community history, and be defined as
such, even if the corruption of c is still latent in this community trust graph,
namely before a trust edge (c, s) between c and a sybil s is introduced.

Bounded Attacks and Resilience. Our key assumption is that honest people
tend to trust honest people and distrust corrupt people; we capture the degree
in which this is the case by the following parameter γ:

Definition 7 (γ-bounded attack). Let GV be a community history over V =
T � S that partitions T = H � C into honest H and corrupt C identities. A
community trust graph G = (A, V,E) ∈ GV has a γ-bounded attack if

e(A ∩ H,A ∩ C)
volA(A ∩ H)

≤ γ .

That is, γ is an upper bound on the fraction of attack edges within A to the
volume of the honest subset of A. In the worst case, sybils and their corrupt
perpetrators would cooperate; thus, to allow for incremental community growth
we must bound their combined presence in the community, as defined next:

Definition 8 (Byzantines and their Penetration). Let GV be a community
history over V = T � S that partitions T = H � C into honest H and corrupt
C identities. Then, a vertex v ∈ V is Byzantine if it is a sybil or corrupt and
the Byzantines B = S ∪ C are the union of the sybil and corrupt vertices. The
Byzantine penetration β(G) of a community trust graph G = (A, V,E) ∈ GV is

β(G) =
|A ∩ B|

|A| .

As A = (A ∩ H) � (A ∩ B), it would occasionally be convenient to use the
equivalence between Byzantine penetration to the community A and the fraction
of Byzantines w.r.t. genuine identities in A. Formally,

|A ∩ B|
|A| ≤ β iff

|A ∩ B|
|A ∩ H| ≤ β

1 − β
. (1)

As mentioned above, it is necessary to have some assumptions on the quality
of our trust graphs. The next definition, of α-solidarity, measures a certain aspect
of the connectivity within the community; roughly speaking, it requires that each
vertex in the community would have many neighbors inside the community:

Definition 9 (α-solidarity). Given a community trust graph G = (A, V,E), a
vertex a ∈ A satisfies α-solidarity if:

|{x ∈ A | (a, x) ∈ E}|
d

≥ α.

where d is the maximal degree of G. The graph G satisfies α-solidarity if every
a ∈ A satisfies α-solidarity.
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The following definition combines some of the definitions above. Note that
in this definition β is a free parameter.

Definition 10 (Community Graph Resilience). Let G ∈ GV be a commu-
nity trust graph in a community history GV over V , α ∈ [0, 1], and β, γ ∈ [0, 1

2 ].
We say that G is (α, β, γ)-resilient if the following hold: 1) G satisfies α-
solidarity; 2) G has a γ-bounded attack; and 3) Φ(G|A) > γ

α ·
(

1−β
β

)
.

Remark 3. To internalize the above definition, consider the options available
to a community that wishes to achieve resilience to a given Byzantine penetra-
tion β: (i) to increase solidarity, α, up to 1; (ii) to increase conductance, Φ, up to
1/2; (iii) or to curb the attack, γ, down to 0. However: (i) increasing solidarity
may prevent the community from admitting additional members, defeating the
purpose of community growth; (ii) increasing conductance may require com-
munity members who do not know each other to trust each other, defeating the
notion of trust; and (iii) curbing the attack will require the community to expose
sybils and their corrupt perpetrators, which is an effort. In summary, achieving
(α, β, γ)-resilience for a given β is a challenge, and addressing it will require a
community to craft a balance between its desire to grow, the measures it is will-
ing to undertake to support such growth, and the risks it is willing to undertake
in order to grow.

Lemma 2. Let G ∈ GV be a community trust graph in a community history GV

over V , α ∈ [0, 1], β, β(G) ∈ [0, 1
2 ] and γ ∈ [0, 1

2 ]. If G is (α, β, γ)-resilient, then
G has sybil penetration σ(G) ≤ β − γ(1 − β).

Proof. From the conductance of G we have that

γ

α
·
(

1 − β

β

)

< Φ(G|A) ≤ e(H ∩ A,B ∩ A)
volA(B ∩ A)

≤ d · |C ∩ A|
αd · |B ∩ A| =

1
α

·
(

1 − |S ∩ A|
|B ∩ A|

)

,

where the second inequality applies the definition of conductance and the fact
that volA(B ∩A) ≤ volA(H ∩A), due to Byzantine penetration not greater than
1
2 ; and the third stems from the requirement that each vertex is of degree at least
αd, and the fact that only corrupt identities obtain attack edges, and each of
them is of degree at most d. The last inequality applies the partition B = C �S.

Algebraic manipulations yield |S ∩ A| ≤ |B ∩ A| ·
(
1 − γ ·

(
1−β

β

))
. Thus,

σ(G) =
|S ∩ A|

|A| ≤ |B ∩ A|
|A| ·

(

1 − γ ·
(

1 − β

β

))

≤ β ·
(

1 − γ ·
(

1 − β

β

))

= β − γ(1 − β) . �
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4 Safe Community Growth

The following main theorem provides a sufficient condition for safe community
growth: It guarantees low Byzantine penetration in a community trust graph G′

if it has certain properties and is obtained via an elementary transition from a
community trust graph G that has low Byzantine penetration.

Remark 4. This theorem can be understood in at least two ways: (i) as offering
formal guidelines to a community wishing to grow without increasing its sybil
penetration; and (ii) as suggesting an algorithm that incrementally admits new
identities to the community whenever the conditions of Definition 10 hold, thus
guaranteeing low Byzantine penetration rate in the evolving community.

Theorem 1. Let GV be a community history over V and let G,G′ ∈ GV be
two consecutive elements of GV , where G′ is obtained from G by an elementary
operation of vertex addition. Let α ∈ [0, 1], β(G) ≤ 1

2 − 1
|A| and γ ∈ [0, 1

2 ].
If G′ is (α, β, γ)-resilient, for some free parameter β ≤ 1

2 , then β(G′) ≤ β′.

Before proving the above main theorem we present a corollary that considers
community growth over time.

Corollary 1. Let GV = G1, G2, . . . be a community history over V . Let α ∈
[0, 1], γ ∈ [0, 1

2 ], β ≤ 1
2 − 1

|A1| , and assume that β(G1) ≤ β.
If Every graph G ∈ GV obtained from its predecessor in GV via vertex addi-

tion elementary operation is (α, β, γ)-resilient, then every member G ∈ GV has
Byzantine penetration β(G) ≤ β and sybil penetration σ(G) ≤ β − γ(1 − β).

Proof. Towards contradiction, let Gk be the first community graph for which
β(Gk) > β. An elementary operation G → G′ involving either edge addition or
edge removal does not alter the proportion of Byzantines within the community,
so Gk must be obtained via vertex addition from Gk−1. As a proper community
history GV = G1, G2, ... satisfies A1 ⊆ A2 ⊆ ..., we have β ≤ 1

2 − 1
|A1| ≤

1
2− 1

|Ak−1| . As k is the minimal index for which β(Gk) > β, we have β(Gk−1) ≤ β,
contradicting Theorem 1. Sybil penetration follows Lemma 2. �

Proof of Theorem 1. Let d > 0 be the maximal degree of the vertices in A′.
Notice first that |A′ ∩ B| ≤ |A ∩ B| + 1 ≤

(
1
2 − 1

|A|
)

|A| + 1 = |A|
2 < |A′|

2 ,
where the second inequality follows from the Byzantine penetration in G. It
follows therefore that |A′ ∩ B| < |A′ ∩ H|. Also, from α-solidarity we get that
volA′(A′ ∩B) ≥ αd|A′ ∩B| and volA′(A′ ∩H) ≥ αd|A′ ∩H| > αd|A′ ∩B|. Using
the conductance of G′ it follows specifically that:

e(A′ ∩ H,A′ ∩ B)
αd|A′ ∩ B| ≥ e(A′ ∩ H,A′ ∩ B)

min{vol(A′ ∩ H), vol(A′ ∩ B)} >
γ

α
·
(

1 − β

β

)

. (2)

Since G′ has a γ-bounded attack, we can write:

e(A′ ∩ H,A′ ∩ B)
d|A′ ∩ H| ≤ e(A′ ∩ H,A′ ∩ C)

volA′(A′ ∩ H)
≤ γ. (3)
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Combining the last two equations together we get:

|A′|
|A′ ∩ B| =

|A′ ∩ H| + |A′ ∩ B|
|A′ ∩ B| ≥ e(A′ ∩ H,A′ ∩ B)

dγ|A′ ∩ B| + 1 >

(
1 − β

β

)

+ 1 =
1
β

,

where the first equality holds as A = (A ∩ H) � (A ∩ B), the second inequal-
ity stems from Eq. 3 and the third inequality stems from Eq. 2. Flipping the
nominator and the denominator then gives β(A′) := |A′∩B|

|A′| < β. �

5 Discussion

We discuss implications of the theorem above to sparse graphs, relations between
the parameters α, β, and γ, and methods to estimate their values.

Sparse Graphs. Recall that the safety of the community growth relies upon the
parameters α, β, and γ. While a given community may evolve wrt. any choice of
parameters, some choices will inevitably yield degenerate outcomes; one case is
as we require Φ(G|A′) > γ

α ·
(

1−β
β

)
, while the conductance of any graph is upper

bounded by 1
2 . Specifically, whenever γ

(
1−β

β

)
> 1

2 , the community cannot pos-
sibly grow, regardless of the choice of α. While complete graphs and complete
bipartite graphs are the classic examples of graphs which satisfy Φ(G|A′) = 1

2 ,
the fact that their degree is of order d = Θ(n) makes them unrealistic in our
setting, where agents may potentially trust only a uniformly-bounded number
of identities. In this context, the main question seems to be the following: Could
a given community safely grow while retaining a given maximal degree d? Sur-
prisingly, not only that the answer is affirmative, it also holds for a plethora of
trust graphs. We utilize Friedman’s classical result:

Theorem 2. (Friedman [8], rephrased) Let G be a random d-regular graph on n

vertices. Then, for any 0 < ε, λ(G) ≤ 2
√

d−1
d + ε holds with probability 1−on(1).

Thus, almost all d-regular graphs on n vertices satisfy λ2 ≤ 2√
d
. Applying

this term in Cheeger’s inequality (see Lemma 1) yields that such graphs satisfy

1
2

− 1√
d

≤ Φ , (4)

meaning that the choice of d affects the level of conductance one hopes to achieve.

Parameter Interplay. We consider numerical examples to better appreciate
the analysis above. First, consider the realistic assumption where each identity
is assumed to trust up to d = 100 identities (notice that this can be enforced
by the system). Equation 4 now suggests that a random graph of degree d on
n vertices (where d may be constant wrt. n) satisfies Φ > 2

5 . For simplicity,

we take this quantity as a benchmark. It follows that whenever γ
α ·

(
1−β

β

)
<

2
5 , there exist a plethora of potential community histories for which a given
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community may potentially grow to be arbitrarily large. Some further examples:
(1) if γ = 0, then any community history that begins with a connected Byzantine-
free community would retain 0-Byzantine penetration; (2) the choice β = 0 is
not attainable, corresponding to the intuition that we can never guarantee a
completely Byzantine-free community growth.

Figure 2 illustrates the parameter interplay further. Notice that our key
assumption, stating that honest people tend to trust honest people more than
they tend to trust corrupt people, implies that γ < β (as γ > β implies
that honest people trust corrupt people more than their relative share in the
community).2

Fig. 2. Parameter Interplay. The large plot shows γ as a function of β, for α = 1,
where each line represents a different conductance Φ value. It shows, e.g., that if the
community fixes α = 1 and sets Φ = 0.4, then to achieve β = 0.2 it can tolerate γ = 0.1.
The small plot shows the effect of α, for Φ = 0.4. In both plots, the red rectangles show
respective β and γ values ensuring σ = 0.05.

Parameter Estimation. While α and Φ can be decided by the community,
β(G) and γ rely on the dynamics of the community history. To incrementally
grow the community at a given time, one may settle for estimating the current
state of affairs, as follows. Specifically, assuming that a thorough examination of
a given identity could determine whether it is genuine or sybil, one may apply
random checks to empirically estimate β(G) and γ. This could be carried out in
the following manner: (1) examination of an identity x ∈ V determines whether
it is genuine or sybil; (2) examination of the neighbors of a genuine identity

2 In a separate line of research (in preparation) we consider processes and mechanisms
that help lowering γ even further.
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x ∈ V (the ball of radius 1 around it) determines whether it is explicitly (but
not latently) corrupt; and (3) examination of the ball of radius 2 around an
honest identity x determines whether its neighbors are explicitly Byzantine.

6 Outlook

We proposed a method which allows an e-community to grow in a sybil-safe
way. Future research includes mechanisms to penalizing the creation of attack
edges, modeling the possibility of honest identities abandoning the community,
and using simulations to better understand the dynamics of safe growth.

Acknowledgements. We thank the Braginsky Center for the Interface between Sci-
ence and the Humanities for their generous support.
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